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Problem Setup Particle Filtering Results

Two-layers point vortices

System: 2-Layer Point Vortices

Consider a 2-layer PV system with two vortices on one
layer and a drifter on the other.
For z(`) = (x (`), y (`)) ∈ R2, ` ∈ [1,2],
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dt
= −
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Γ
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j
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where k ∈ [1,2] and Nk is the number of vortices in the k−th
layer, and

F (k)
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Two-layers point vortices

Two-layers point vortex flow
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Lagrangian Data Assimilation

Model and Observation

The system is the SDE of the 2-layer PV system in a
rotating frame; hence, the truth itself is a random walk.
The system noise is θ = 0.02.

The state vector xj = x (1)
j , y (1)

j , x (2)
j , y (2)

j , xj , yj

The model is the same SDE of the 2-layer PV system
The observation is the trajectory of the drifteryj = (xj , yj).
The observation is taken at the integer time,
tobs ∈ {1,2, . . . ,50}
Observational is with θobs = 0.02.
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Lagrangian Data Assimilation

Some uncertainty within the system

100,000 sample points initially located at (1,0)
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Lagrangian Data Assimilation

Some uncertainty within the system

100,000 sample points initially located at (1,0)
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Lagrangian Data Assimilation

Some uncertainty within the system

100,000 sample points initially located at (1,0)
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Lagrangian Data Assimilation

Some uncertainty within the system

100,000 sample points initially located at (1,0)
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Lagrangian Data Assimilation

Some uncertainty within the system

100,000 sample points initially located at (1,0)

−1 −0.5 0 0.5 1 1.5
−1.5

−1

−0.5

0

0.5

1

1.5

 

 

20

40

60

80

100

120

140

160

180

200

220

Figure: t=20



Problem Setup Particle Filtering Results

Standard Particle Filtering

Standard (or Simple) PF

Posterior at step k : p(x0:k |z1:k ) ≈
∑Ns

i=1 w i
kδ(x0:k − x i

0:k )

Important Sampling

w i
k ∝

p(x i
0:k |z1:k )

q(x i
0:k |z1:k )

where x i
0:k ∼ q(x0:k |z1:k )

Choose q(x0:k |z1:k ) = q(xk |xk−1, zk )q(x0:k−1|z1:k−1)

The weight update equation

w i
k ∝ w i

k−1
p(zk |x i

k )p(x i
k |x i

k−1)

q(x i
k |x i

k−1, zk )
where x i

k ∼ q(xk |xk−1, zk )

If choosing q(x i
k |x i

k−1, zk ) = p(xk |x i
k−1),

w i
k ∝ w i

k−1p(zk |x i
k ) where x i

k ∼ p(xk |xk−1)
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Standard Particle Filtering

StandardPF with resampling
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StandardPF with resampling
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Standard Particle Filtering

StandardPF with resampling
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Standard Particle Filtering

StandardPF with resampling
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Marginal Distribution: Standard PF
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Some statistical justification

Average distance

D(X̂(i),X(i)) :=
(
(X̂ (i) − X (i))2 + (Ŷ (i) − Y (i))2

)1/2 i ∈ {1,2}

Cross-correlation coefficient

Xcorr(X̂(i),X(i)) =
1
N

N−1∑
k=0

X̂ (i)
k X (i)

k i ∈ {1,2}
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Average distance
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Cross-correlation coefficient
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Cross-correlation coefficient, x-coordinate
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Cross-correlation coefficient, y-coordinate
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A drifter is on the vortex layer
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Two drifters
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A drifter is on the vortex layer
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Two drifters
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Average distance
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