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ABSTRACT:
In seismology, the depth of a near-surface source is hard to estimate in the absence of local stations. The depth-yield

trade-off leads to significant uncertainties in the source’s depth and strength estimations. Long-range infrasound propa-

gation from an underwater or underground source is very sensitive to variations in the source’s depth and strength.

This characteristic is employed in an infrasound based inversion for the submerged source parameters. First, a

Bayesian inversion scheme is tested under the variations of the number of stations, the signal’s frequency band, and

the signal-to-noise ratio (SNR). Second, an ensemble of realistic perturbed atmospheric profiles is used to investigate

the effect of atmospheric uncertainties on the inversion results. Results show that long-range infrasound signals can be

used to estimate the depth and strength of an underwater source. Using a broadband signal proved to be a fundamental

element to obtain the real source parameters, whereas the SNR was secondary. Multiple station inversions perform bet-

ter than one-station inversions; however, variations in their position can lead to source strength estimations with uncer-

tainties up to 50%. Regardless of the number of stations, their positions, and SNRs, all of the estimated depths were

within 10% from the real source depth. VC 2020 Acoustical Society of America. https://doi.org/10.1121/10.0000695
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I. INTRODUCTION

Since the 1940s, efforts have been made to study the acous-

tic and seismic response of explosions.1–4 Experimental, analyti-

cal, and numerical tests showed the effect of the explosion

medium,5 yield,3 and depth6,7 on the recorded seismic waves.

Moreover, analytic and empirical methods have been developed

to differentiate underground explosions from natural seismic

activity as well as to estimate the explosion’s source parameters

(i.e., yield and depth). These methods are based on separating

the different phases and estimating their time differences and rel-

ative amplitude ratios.8–13 A depth-yield trade-off curve14 usu-

ally links the explosion’s source parameters. Consequently, an

accurate estimation of one parameter provides the other.

The ability to separate the phases depends on the source

depth and the recorded signal. For example, to distinguish

between the direct P arrival and its free-surface reflection,

Pp/s, their periods must be shorter than twice the travel time

between the source and the Earth’s surface. Therefore, for

shallow sources, a common requirement is the presence of

local or regional seismic stations. At these distances, the

required high-frequency components (that correspond to

short periods) are preserved, allowing the capability to distin-

guish between the phases and making the source parameter

estimation possible. In contrast, the low-frequency content

that is recorded at teleseismic distances averts a proper sepa-

ration of the phases, thus preventing an accurate estimation

of the source parameters. The non-unique solution (depth-

yield trade-off curve) and the uncertainties of the parameters

lead to a broad spectrum of source parameter values.

Underground and underwater sources can also radiate

low-frequency acoustic waves into the atmosphere. These

waves are known as infrasound, and they can be trapped in

the atmospheric waveguides and propagate over vast distan-

ces. Long-range infrasound signals from subsurface sources

are usually attributed to earthquakes in an Earth-atmo-

sphere15–17 and Earth-ocean-atmosphere system,18 as well as

to underground nuclear explosions.19 Seismic waves can be

coupled into the atmosphere at the source epicenter (epicentral

infrasound), at different regions along the seismic propagation

path (secondary infrasound), and locally at the infrasound

array due to ground-coupled air-waves.20,21 Besides underwa-

ter and underground sources, infrasonic signals can be gener-

ated by natural and anthropogenic events; for example,

explosions, ocean waves, and volcanic eruptions.22

The coupling of acoustic and seismic waves to infrasonic

waves is associated with three types of waves that can be dis-

tinguished by their trace velocity (horizontal phase velocity).

In an Earth-atmosphere and an ocean-atmosphere system, the

first type of wave is a homogeneous P and S wave (body
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wave). Due to their relatively high trace velocities, the radi-

ated waves propagate almost vertically upward, and cannot

get trapped in the atmospheric waveguides. Therefore, their

contribution to long-range infrasound propagation is mini-

mal. The second type is an inhomogeneous P and S wave.

Their low trace velocity leads to a large horizontal wavenum-

ber component and an imaginary vertical wavenumber com-

ponent. As a result, these waves experience an exponential

decay in amplitude between the source and the ocean/Earth

interface with the atmosphere. However, once in the atmo-

sphere, they can propagate horizontally, get trapped in the

atmospheric waveguides, and travel over hundreds or thou-

sands of kilometers. Theory predicts that for a source in a dis-

tance of less than one acoustical wavelength from the

interface with the atmosphere, the interface becomes trans-

parent to the evanescent energy, meaning that all the evanes-

cent energy can radiate into the atmosphere.23–25 Moreover,

it was shown that variation in the source depth leads to differ-

ent radiation patterns in the atmosphere as well as changes in

the total coupled energy.23,24

The third type of wave is a surface wave, and it exist in

an Earth-atmosphere system. Depending on the Earth’s and

atmosphere’s elastic and acoustic properties, surface waves

can be recognized as leaky Rayleigh or Stoneley waves.26,27

The surface wave velocity determines the direction of propa-

gation in the atmosphere. For high surface wave velocity, the

radiated wave will have a small horizontal wavenumber com-

ponent; hence, it will propagate vertically upward. As the sur-

face wave velocity decreases, the horizontal wavenumber

component of the radiated wave increases, allowing the cou-

pled wave to propagate horizontally and get trapped in the

atmospheric waveguides. Analytical studies show that for a

horizontally layered medium, inhomogeneous body waves

and surface waves are the main contributors to the acoustic

perturbations in the atmosphere with amplitudes up to three

orders larger than from homogeneous body waves.23–25

The sensitivity of the coupled wave’s amplitude to the

source parameters leads us to the hypothesis that long-range

infrasound signals can be used to invert for the underwater

or underground source parameters. Assink et al. (2016)19

made the first step and used infrasonic signals from North

Korea’s 2013 and 2016 underground nuclear tests to evalu-

ate the relative source depth. Here, the prospect of an

infrasound-based inversion, which extracts the submerged

source’s absolute depth and strength, is tested numerically.

Inversion schemes in geophysics are a common practice for

estimating an unknown set of parameters from observa-

tions.28 They can be found in seismic tomography,29 seismic

wavefield reconstruction,30 explosion yield estimation,13,31

and evaluation of atmospheric properties.32,33 Although it is

used in different fields, the philosophy is similar: assuming

a set of observations M, model parameters m, and a forward

model G, one should find the model parameters that mini-

mize the function kM � GðmÞk.
The remainder of the paper concentrates on answering

the following question: given an observed signal M, what

are the submerged source’s depth (zs) and strength (S)? Our

hypothesis is based on the sensitivity of the coupled evanes-

cent body waves to variations in the source characteristics.

This behavior belongs to both seismic and acoustic evanes-

cent body waves.23,25 Therefore, although this study focuses

on submerged sources, the presented results can be useful

also to subsurface sources. Section II describes the probabil-

istic inversion scheme as well as the Fast Field Program

(FFP), which is the numerical model used to generate both

“observed” signals and the dataset for the inversion scheme.

Assuming a known atmospheric profile, Sec. III A shows the

effect of the signal’s frequency band, number of stations,

and the signal-to-noise ratio (SNR) on the inversion results.

Then, in Sec. III B, the effect of atmospheric uncertainties is

investigated. The paper is concluded with a summary and a

discussion of the results.

II. METHOD

Before diving into the inversion scheme, the possibility

of overcoming the depth-yield trade-off needs to be

FIG. 1. (Color online) Infrasound propagation from an underwater source at a depth of 500 m and a 0.5 Hz source.
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investigated. The FFP34 is used to simulate the acoustic

pressure in the atmosphere from a submerged source at dif-

ferent depths and with different strengths. It provides an

exact solution for wave propagation in a 2 D horizontally

layered media in the (f)–(k) domain by solving the continu-

ity equations for all interfaces. These equations comprise

the continuity of normal stress (pressure) and vertical dis-

placement. The explicit treatment of the boundary condi-

tions allows handling variations in speed of sound and

density profiles as well as stark discontinuities, such as the

ocean-atmosphere interface, without numerical approxima-

tions (unlike finite-difference discretization). Both media

are divided into 20 m homogeneous layers, and each layer is

attributed with speed of sound and density values that

correspond to the layer altitude. Atmospheric winds are inte-

grated by the effective sound speed approximation, Ceff ,

which is defined as the sum of the adiabatic speed of sound

and the wind component in the direction of propagation.35

The source is set to a monopole volume injection, and the

Fast Fourier Transform is used to reconstruct the frequency

space pressure field.

Figure 1 shows the transmission loss of eastward propa-

gation (90 degrees) in the atmosphere for a 0.5 Hz source at a

depth of 500 m. The atmospheric profile consists of tropo-

spheric and stratospheric waveguides at 10 and 50 km, respec-

tively, and the depth of the oceanic layer is five kilometers.

The simulated trace velocities, which indicates the wavenum-

bers, range from 300 m/s to 450 m/s and is kept fixed through

FIG. 2. (Color online) Changes in the atmospheric pressure perturbations due to variations in the source parameters. The left column shows the effect of the

source depth on the simulated pressure, and the right column shows the effect of the source strength on the simulated pressure. Subscripts p and m corre-

spond to pressure and normalized modes by RMS, respectively. Row (A) shows atmospheric discrete frequency pressure curves 300 km from the source for

different source parameters. Row (B) shows the ratios of the curves in the upper frames [e.g., the pressure of curve (a) for 1 Hz divided by the pressure of

curve (b) for the same frequency]. Row (C) shows the normalized, propagating modes for a 0.5 Hz source, and row (D) shows the ratio of the normalized

modes (relative to the red curve).
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the remainder of this study. Due to the low-frequency contents

of the source, the interface becomes transparent to the evanes-

cent waves, allowing it to get trapped in both waveguides and

efficiently propagate over vast distances. For this atmospheric

profile, the tropospheric waveguide encompasses low trace

velocity modes (<345 m/s), and the stratospheric waveguide

encompasses high trace velocity modes.

The effects due to variations of the source depth and

strength on the atmospheric perturbations are demonstrated

in Fig. 2. Although different source parameters may yield

similar pressure curves [row (A), blue and red lines], the

ratios of the curves (a/b, b/c, d/e, and e/f) within each set are

different [row (B)]. There is a linear relation for the source

strength and a non-linear relation for the source depth. Row

(C) shows the normalized modes, at z¼ 0 m, for a 0.5 Hz

source. An increase in the source depth leads to a relative

decrease in the lower trace velocity amplitudes compared to

the higher trace velocity amplitudes. This behavior is further

emphasized by the ratios of normalized modes in row (D).

Such variations imply that the radiation pattern in the atmo-

sphere depends on the source depth. In contrast, there are no

variations in the normalized modes due to changes in the

source strength. This means that a linear scalar, such as

strength, cannot adequately compensate for a different

source depth. Therefore, the use of infrasonic signals to dis-

tinguish between different underwater source parameters is

feasible.

The linear effect of the source strength in Fig. 2 is a

direct consequence of the linear FFP model. However, the

non-linear impact of the variation in the source depth is

less intuitive. Let us define v and vtr as the medium’s

acoustic velocity and modeled trace velocity, respectively.

The corresponding medium’s wavenumber is k ¼ 2pf=v,

horizontal wavenumber is kr ¼ 2pf=vtr , and vertical wave-

number is kz ¼ 2pf
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=v2 � 1=v2

tr

p
. Propagation between

the source to the ocean-atmosphere interface is propor-

tional to Aeikzzeikrr . Assuming that the coupling is predomi-

nantly due to inhomogeneous waves (vtr < v), kz ¼ ik̂z, and

the source-to-interface propagation can be written as

Ae�k̂ zzeikrr. The function e�k̂ zz is a real decaying function,

and it explains the non-linear relation due to variations in

the source depth [Fig. 2, rows (A) and (B)]. Also, different

trace velocities correspond to different vertical wavenum-

bers k̂z. As a result, for a fixed frequency, the decay rate of

the modeled trace velocities differs from one to another,

leading to variations in the radiation pattern in the atmo-

sphere due to changes in the source depth [Fig. 2, rows (C)

and (D)].

Bayesian inversions are used in a wide range of physi-

cal problems when a parameter space needs to be evaluated

from a set of observations.28 It provides a rigorous probabil-

istic framework that combines a priori knowledge on the

parameter space and a set of observations into a posterior

probability distribution as a function of the free parameters.

Here, a probabilistic Bayesian inversion scheme is used to

estimate the source parameters from a set of observed

signals. The Bayesian formulation of our original question

is Pðzs; SjMÞ, where P is the probability density function.

A synthetic dataset, mðzs; ri; hj;xk; SÞ, of the acoustic

pressure perturbation on ground level (z¼ 0 m) is gener-

ated by the FFP for a range of source depths, zs, ranges, ri,

directions of propagation, hj, frequencies, xk, and source

strengths, S. The motivation to use discrete frequencies and

not absolute travel times, as in seismology, is purely due to

numerical costs. Due to the stark contrast of densities and

acoustic velocities, fast methods to compute travel times,

like ray tracing, cannot be used. Therefore, in order to

obtain travel times from an underwater source, one must

use a full-wave model either in the time domain or com-

pute it for a large number of frequencies in the frequency

domain. These simulations are numerically expensive. It

will be shown that accurate results can be obtained by

using a selection of discrete frequencies and avoiding sim-

ulating an entire time series. Moreover, higher accuracy

can be easily obtained by adding more frequencies with a

low numerical cost.

After choosing certain values for the source depth and

strength, the observations, Mðri; hj;xkÞ, are obtained by

adding noise to the synthetic data as follows:

Mðri; hj;xkÞ ¼ mðzs; ri; hj;xk; SÞ þ N;

N � Nðl ¼ 0; r2ðSNRÞÞ; (1)

where N is a randomly added noise from a normal distribu-

tion with a zero mean (l) and a variance (r) that is defined

by the SNR.

In order to calculate the Bayesian probability of a

given zs and S, their probability distributions, pðzsÞ and

p(S), and the variance of the cost function need to be evalu-

ated. pðzsÞ and p(S) are assumed to be piecewise constant

functions defined as

pðzsÞ ¼
1

ðzmax � zminÞ=dz
zmin < z < zmax

0 elsewhere;

8><
>:

pðSÞ ¼
1

ðSmax � SminÞ=dS
Smin < S < Smax

0 elsewhere:

8><
>:

(2)

Here, zmin, zmax, Smin, and Smax represent the boundaries of

the searching range. Their corresponding increments are dz
and dS. Equation (2) means that the occurrence probabilities

of the parameters within the searching range are equal. The

variance of the cost function, rðri; hj;xkÞ, is the same vari-

ance defined by the SNR in Eq. (1). In practice, this assump-

tion is valid since SNR values are evaluated continuously as

part of the data analysis.36,37

Given a set of observations Mðri; hj;xkÞ and synthetic

dataset mðzs; ri; hj;xk; SÞ, the probability that a source was

in a certain depth zs and strength S is
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Pðzs; SjMðr; h;xÞÞ ¼
pðzsÞpðSÞe

�
P
i;j;k

�
1=2rðri;hj;xkÞ2

�
kMðri;hj;xkÞ�mðzs;ri;hj;xk ;SÞjj2

ðSmax

Smin

ðzmax

zmin

pðzÞpðSÞe
�
P
i;j;k

�
1=2rðri;hj;xkÞ2

�
kMðri;hj;xkÞ�mðzs;ri;hj;xk ;SÞjj2

dzdS

: (3)

This posterior probability is calculated for each possible

combination of source depths and strengths. The integration

of the likelihood function over the entire search range, as in

the denominator, acts as a normalization function. It ensures

that the sum over all probabilities will be unity. The trape-

zoidal rule is used to evaluate the double integral.

The accuracy of the inversion is tested under the varia-

tion of the number of stations, source depth, frequency range

(number of discrete frequencies), and SNRs. The experiment

starts with a broad station coverage, where the effect of the

frequency band is investigated. Then, the number of stations

is reduced until attaining a one-station inversion. For this

part, a known atmospheric profile is used. Finally, the influ-

ence of atmospheric uncertainty is tested by using an ensem-

ble of 25 realistic perturbed atmospheric profiles provided

by the European Center for Medium-Range Weather

Forecasts (ECMWF).

III. RESULTS

A. Number of stations vs frequencies

Here, we estimate the effects of the number of stations,

frequency range, and SNR on the inversion results. In order

to reduce the uncertainties of the problem, a known, smooth

atmospheric profile is used. The idealized profile consists of

a tropospheric (10 km) and a stratospheric (50 km) duct with

varying strength as a function of the propagation azimuth.

Defining zero degrees as the north, the strengths of the ducts

increase easterly. Table I shows the modeling parameters

used for generating the data, and the search ranges in the

inversion scheme were set to all of the modeled depths and

strengths. The parameters dz, dh, df, and dS represent the

increment sizes within the ranges z, h, f, and S, respectively.

To demonstrate the feasibility of the inversion, a ten-

station, and ten-frequency inversion is used (the position of

the stations is shown in Appendix A). From each azimuth of

propagation, two ranges were chosen according to the atmo-

spheric ducts to ensure that signals arrive at all stations. The

calculated probabilities for the different source depths are

presented in Fig. 3. Besides one inversion (SNR ¼ 1 for

zs¼ 1200 m), all of the inversion results provided accurate

results for the source depth. As the SNR decreases, the

uncertainty of the source depth increases. However, it is

always bounded within a 660 m range. Most of the source

strength estimations are within a range of 60.05 m3, which

is less than a 5% error. This small deviation can be attrib-

uted to the randomly added noise. For SNR¼ 1, the uncer-

tainty of the depth and strength increases, and a depth-yield

trade-off relation appears in a ridge-like form. Throughout

this section, the observation’s source parameters are set to

zs¼ 1000 m, and S¼ 1 m3.

Statistics from 1000 realizations are used to estimate

the impact of the number of frequencies, number of stations,

and SNRs on the inversion results. The observations are set

according to Eq. (1), and the source parameters with the

highest probability are extracted. The first inversion test is

set to estimate the effect of the frequency range. Figure 4

shows the distribution of the 1000 source parameters from a

ten-station inversion for a single (discrete) frequency. For

the source depth, the medians are either accurate or very

close to its real value, and the 25th and 75th percentiles are

bounded between 20 m and 100 m from it. Medians of the

source strength provide a good estimation as well. However,

there is a distinct skewness of the source strength distribu-

tion around its median, and the 25th and 75th percentiles are

bounded between 0:5m3 and 2:7m3 from it. Results from the

combined three-frequency inversions accurately resolve

both depth and strength for all SNRs while minimizing the

variance range. Table III in Appendix B contain the number

of outliers presented in Fig. 4.

Using multiple frequencies provides more constraints for

the inversion, therefore, improving the accuracy as well as

reducing their variance. Acquiring more discrete frequencies

depends only on the signal and its sampling rate. However,

recordings from multiple stations are not always available.

Results of ten frequencies and ten-, five-, and single-station

inversions show almost no difference in the estimated depth

(Fig. 5). Nevertheless, the approximated source strength is sen-

sitive to the number of stations and SNRs. The variance of the

one station inversion increases with the decrease of SNR, and

the peaky distributions of the higher SNRs lead to a high num-

ber of outliers (Table IV in Appendix B).

B. Atmospheric uncertainties using an ECMWF
ensemble

An exact atmospheric profile, as in Sec. III A, provides

robust inversion results given a different number of stations

and SNRs. However, the actual state of the atmosphere is

TABLE I. Modeling parameters for the smooth atmospheric profiles.

z [m] dz [m] h [deg] dh [deg] f [Hz] df [Hz] S [m3] dS [m3]

200–1000 20 10–90 20 0.5–1.5 0.1 0.2–3 0.002
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estimated by an atmospheric model and a data assimilation

system, which is never exact. The atmospheric properties can

differ from the real atmosphere due to both model and obser-

vation uncertainties. To study the influence of the atmospheric

uncertainties on the accuracy of the inversion, we apply

probabilistic infrasound propagation modeling using an ensem-

ble of realistic perturbed atmospheric profiles.38

Realistic perturbed atmospheric profiles are provided

by the Ensemble Data Assimilation (EDA) system of the

ECMWF. The EDA consists of 25 members that discretely

FIG. 3. (Color online) Inversion results using ten stations and ten frequencies. The red lines correspond to the real source depth and strength, and the contour

lines provide the probabilities. (a) For SNR¼ 5, the inversion results are correct, and the probability is high. (b) SNR¼ 3 leads to overestimating the source

strength. The source depth is correct. (c) SNR¼ 1 leads to higher uncertainties in both depth and strength. Moreover, the probabilities are one order of mag-

nitude lower than in (a) and (b).
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sample the probability density function of the atmo-

sphere.39,40 The EDA mean is defined as the “real” atmo-

sphere, and used to generate the “observations,” while the

individual EDA members are used to create 25 synthetic,

but likely, datasets for the inversion. For each of the data

sets, the source parameter probabilities are calculated and

eventually combined into one posterior probability distribu-

tion that captures the effect of the atmospheric uncertainties.

Therefore, the final posterior probability, �Pðzs; SjMðr; h;xÞ,
will be

�Pðzs; SjMðr; h;xÞÞ ¼
1

N

XN

l¼1

Plðzs; SjMðr; h;xÞÞ; (4)

when N is the number of the ensemble members, and

Plðzs; SjMðr; h;xÞÞ is the posterior probability for the inver-

sion with the lth member.

Unlike the homogeneous water layer that is used in Sec.

III A, now, the atmospheric profiles are placed on top of a

typical oceanic profile known as the Munk profile.41 This

oceanic profile consists of a minimum in the speed of sound

profile around a depth of 1000 m, which forms the Sound

Fixing and Ranging channel. Defining the EDA mean as the

“real” atmospheric conditions, an “observation” dataset,

Mðri; hj;xkÞ, is generated for a source at z¼ 1000 m and

S¼ 1 m3. Then, a synthetic dataset, mlðzs; ri; hj;xk; SÞ, is

generated for each ensemble member according to the

parameters in Table II. Figure 6 shows the simulated

FIG. 4. (Color online) Result distributions of 1000 realizations for varying SNR. The boxes represent the 25th and 75th percentile range, and the bars the

5th, 50th, and 95th percentiles. The circles represent outliers. The red, green, and blue colors are ten-station single-frequency inversions. Gray boxes repre-

sent the ten-station and three-frequency inversions results.

FIG. 5. (Color online) Results distributions of 1000 ten-frequency inversions with a different number of stations. The blue, green, and red boxes represent

the ten-station, five-station, and one-station inversions, respectively.
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absolute pressure curves on the ground (z¼ 0 m) from a

0.8 Hz source at a depth of 1000 m, for the 25 ensemble

members (gray) and the EDA mean (black). The variation in

the pressure curves is associated with the variance of the

profiles (Fig. 6 left column). Small variations in the ducts’

altitude lead to different spatial maxima positions. For

example, the absolute pressure at 290 km for h ¼ 70� ranges

between approximately 0 lPa and 0:009 lPa, while for h
¼ 90� at 280 km, it ranges between 0:0005 lPa and

0:0055 lPa. Moreover, inspecting the propagation for h
¼ 110� shows that the absolute pressure at 160 km ranges

between 0:005 lPa and 0:01 lPa, and between approxi-

mately 0 lPa and 0:007 lPa at 300 km. Due to such differ-

ences, the positions of the receivers will have a significant

role in the inversion results.

The inversion performance is tested on four different set-

ups (Fig. 7). Two-station inversion is performed for three

location pairs along propagation paths in three azimuths. The

fourth test is a one-station inversion. Receiver locations are

picked according to the return height of the ducts to guarantee

the arrival of atmospheric phases at the sites. However, the

absolute pressure range at the locations varies in order to cap-

ture the atmospheric uncertainties effect. For instance, there

is a 0:005 lPa and 0:009 lPa range at R110� ¼ 160 km and

R70� ¼ 290 km, respectively. These ranges correspond to the

station locations for inversions (a)–(c), and (g)–(i) in Fig. 7.

Figure 7 shows the inversion results for the four setups

(rows), and three SNRs (columns). Regardless of the inver-

sion setup and SNR, all of the approximated source depths

are bounded between 900 m and 1100 m. Inversions (a) and

(d) have the most significant uncertainties in the source

depth, while inversions (b) and (c) are bounded between

950 m and 1050 m. The effect of the absolute pressure range

at the sites is prominent in the source strength estimations.

Inversions (a) underestimate the source strength to half of

its real value, as well as having low probabilities. In con-

trast, inversions (c) estimate it to be 0:9 m3 with relatively

high probabilities. Finally, the one station inversions (d) per-

form better than the two station inversions (a). The large

variance in the propagation in 70� impairs the capability to

resolve the source parameters accurately.

IV. CONCLUSIONS AND DISCUSSION

This work studied the prospect of using long-range

infrasound signals from submerged sources to invert for the

TABLE II. ECMWF modeling parameters.

z [m] dz [m] h [deg] dh [deg] f [Hz] df [Hz] S [m3] dS [m3]

500–1500 20 70–110 20 0.5–1.5 0.1 0.2–3 0.02

FIG. 6. Simulated absolute pressure curves on the ground (z¼ 0 m) from a 0.8 Hz source at a depth of 800 m, for the 25 ensemble members (gray)

and the EDA mean (black). The left frames show the effective sound speed profiles for each propagation azimuth, and the absolute difference of each

ensemble member from the EDA mean. The bars in the absolute pressure frames indicate the absolute pressure range in three of the locations of the

receivers.
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source depth and strength. A probabilistic inversion scheme

was tested on two synthetic case studies and showed that

using long-range infrasound signals to resolve the depth and

strength of a shallow submerged source is attainable.

Although the analysis focuses on underwater sources, the

results can be useful also for subsurface sources.

The inversion is based on minimizing the difference

between an observable and modeled signal and provides a

posterior probability density function for the parameter

space. In the first synthetic case, a known atmospheric pro-

file is used to evaluate the effect of the number of stations,

the signals’ frequency band, and SNR on the inversion

results (Sec. III A). It is shown that broadband signals are

essential for resolving the source parameters. The

sensitivity of the coupling mechanisms to different fre-

quency bands set stringent constraints on the inversion,

allowing an accurate estimation of the source depth and

strength even for low SNRs. The skewness of the source

depth and strength distribution of Fig. 4 can be a result of

the linear and non-linear effects due to variations in the

source parameters. Variations in the source depth can lead

to significant variations in amplitude with a stronger effect

for decreasing depth (i.e., a small decrease in the source

depth lead to a large increase in the received signal’s

amplitude). Therefore, it seems that fine-tuning of the

source parameters for minimizing the likelihood function

can be easily achieved by a small increase of the source

depth and larger variations of the source strength. Note that

FIG. 7. (Color online) Probabilities for different inversions’ setups. The number of stations and their locations is indicated on the right-hand side of

each row. The columns indicate the SNR. Red lines indicate the real source parameters, and red crosses indicate the parameters with the highest

probability.
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this behavior exists only in the single-frequency inversions,

and multiple frequencies provide a symmetric distribution

around the real source parameters.

There was no difference between the five- and ten-station

inversion. However, comparing one- and five-station inversion

results show that multiple stations reduce the depth-yield

trade-off. This behavior is further seen in the comparison

between one- and two-station inversion in Sec. III B. Results

from Sec. III A indicate that using a broader frequency range

is more beneficial than multiple station inversion. A significant

increase in/of the frequency range will allow obtainment of the

space-time representation of the simulated wavefield. In such a

case, arrival times of the different atmospheric phases can fur-

ther constrain the inversion.

An ensemble of perturbed atmospheric profiles by the

ECMWF is used to appraise the effect of atmospheric uncer-

tainties on the inversion results. Propagation in three differ-

ent azimuths experiencing different speed-of-sound profiles

provided us with versatile datasets to choose the location of

the stations. Results show that the spatial position of the sta-

tions is crucial to the accuracy of the estimated source

parameters. The large variance of the pressure at h ¼ 70�,
compared to the stations at h ¼ 90� and h ¼ 110�, leads to

underestimating the source strength by approximately 50%.

Moreover, inversions (a) perform worse than the one station

inversions (d), which may seem like a contradiction of our

previous statement that higher spatial coverage improves the

results. While in this case it is true, one must keep in mind

that the quality of the data plays an essential role in the

inversion. Naturally, inversion with a small variance dataset

performs better than with a large variance dataset. Yet,

regardless of the number of stations, their positions, and

SNRs, all of the estimated depths were within a 6100 m

range from the real source depth. Variations up to 5 m/s in

the ensemble effective speed of sound profiles proved to

have a significant impact on the narrowband simulated pres-

sure. This behavior motivates the incorporation of narrow-

band acoustic simulations in inversions for atmospheric

specifications.

Throughout this study, the source type was kept as a

monopole in order to limit the number of unknown

parameters. Different source types will have a different

radiation pattern, and whether one can invert also for

the source type is still unknown. Another behavior that

was excluded from this study is the non-linearity in the

vicinity of the source. Although it is known that explo-

sions are non-linear in the near-field, to the best of our

knowledge, its effect on the transmission through stark

interfaces has not been studied. In addition, no con-

straints or prior knowledge on the source parameters

were used. Therefore, any restrictions on the source

parameters will improve the accuracy of the estimated

parameters.

Implications regarding shallow underground sources

can be deduced on the basis of this study. However,

benchmark tests with real events should be the scope of

future research. Moreover, this study assumes a horizon-

tally stratified range-independent medium. Therefore, fur-

ther study on the effect of a complex environment, such as

topography and a range-dependent medium, on the inver-

sion results is needed.
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APPENDIX A: STATIONS POSITION

Figure 8 shows the lateral position of the stations, and
the absolute pressure curves for propagation in the stations
directions.

FIG. 8. (Color online) Lateral position of the stations, and the corresponding absolute pressure curves from a 0.5 Hz source at a depth of 500 m. The colors

of the curves correspond to the colors of the stations.
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APPENDIX B: NUMBER OF OUTLIERS

The following Tables III and IV show the number of outliers for each set up that is presented in Figs. 4 and 5.
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