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Abstract

Circulation and transport at the North Flank of Georges Bank are studied using a data-assimilative 3-D model of

frontal dynamics under stratified, tidally energetic conditions over steep topography. The circulation model was used in

real-time during a cross-frontal transport study. Skill is evaluated retrospectively, relative to CTD, ADCP, drifter, and

fluorescent dye observations. Hydrographic skill is shown to be retained for periods of weeks, requiring only

initialization from routine surveys and proper atmospheric heating subsequently. Transport skill was limited by the

wind stress input; real-time forecast winds taken from an operational meteorological model produced cross-isobath

Ekman transport which was not observed locally. Retrospective use of observed local wind stress removed this cross-

frontal bias.

The contribution of tidal-time motion to the dispersion of a passive tracer is assessed using an ensemble of passive

particles. The particle release simulates an at-sea dye injection in the pycnocline, which is followed for four days. Non-

advective vertical tracer transport is represented as a random walk process sensitive to the local eddy diffusivity and its

gradient, as computed from the turbulence closure. Non-advective horizontal tracer transport is zero for these

ensembles. Computations of ensemble variance growth support estimates of (Lagrangian) horizontal dispersion.

Off-bank, ensembles are essentially non-diffusive. As an ensemble engages the mixing front, its vertical diffusivity

rises by 3 orders of magnitude, and horizontal spreading occurs in the complex front. The resultant horizontal

dispersion is estimated from the ensemble variance growth, in along-bank and cross-bank directions. It is partitioned,

roughly, between that contributed by 3-D advection alone, and that initiated by vertical diffusion.

Engagement in the mixing front occurred in the forecast ensemble as a result of Ekman drift produced by an

erroneous wind prediction. In the hindcast, observed wind left the ensemble non-diffusive and compact, advecting

parallel to the mixing front and experiencing some advective shear dispersion.

Lagrangian dispersion is event-specific and both simulations here represent credible events with dramatically

different ecological outcomes. The skill metrics used are less sensitive, indicating that metrics tailored to surface-layer
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phenomena would be more appropriate in a data-assimilative context. The hindcast is closer to truth, based on first

principles (better information). The level 2.5 closure used is realistic in the ocean interior; the near-surface processes

need further refinement, especially as both surface- and bottom-generated turbulence affect these events strongly.

r 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

Georges Bank has been a focus of oceano-
graphic activity for over 50 years. It is a shallow
bank, depth o60m; length scale � 150 km; on the
eastern North American shelf (Fig. 1). It separates
the deeper shelf basins of the Gulf of Maine from
the Atlantic Basin, and straddles the territorial
waters of the US and Canada. It has been home to
an important commercial fishery since European
contact; this and other offshore economic activities
have attracted mariners and oceanographers to it,
such that there is a large accumulated literature. In
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Fig. 1. Georges Bank. The four sectors of the bank indicated

are NF (North Flank), NEP (NorthEast Peak), SF (South

Flank) and GSC (Great South Channel, sill depth 70m). The

three basins of the Gulf of Maine connect to the Atlantic basin

through Northeast Channel (sill depth 230m). The US/Canada

boundary crosses NEP. From Lynch et al. (1998b).
the 1970s the community produced the landmark
multidisciplinary volume by Backus and Bourne
(1987). The decadal MARMAP program (MArine
Resources Monitoring Assessment and Prediction)
reflected sustained US Agency interest in the
physical and biological features of the Bank, in a
larger US East Coast context (Sherman et al.,
1996; O’Reilly and Zetlin, 1998; Berrien and
Sibunka, 1999; Meise and O’Reilly, 1996). In turn
the US GLOBEC program (Global Ocean Eco-
system Dynamics) initiated its Northwest Atlantic
study over the Bank during the 1990s, leading to
three refereed volumes (Wiebe and Beardsley,
1996; Wiebe et al., 2001; Beardsley et al., 2003)
and an ongoing synthesis effort.
Fundamental to Georges Bank phenomena is

the predictable occurrence of a mixing front
surrounding the shallow bank top. The attendant
frontal circulation patterns reflect variability at
many scales, against a backdrop of tidally
generated bottom turbulence. The work to date
confirms that important biological aspects of the
Bank depend critically on physical/biological
interactions in this frontal system (Loder et al.,
1988; Tremblay et al., 1994; Werner et al., 1996;
Lynch et al., 1998a, 2001; Miller et al., 1998;
McGillicuddy et al., 1998; Lynch, 1999; Aretxa-
baleta et al., 2005).
In previous work we have concentrated on the

development of a real-time forecasting system
which can be deployed at sea, in direct contact
with the in situ data and the scientists conducting
the sampling. Our basic system is rooted in a
standard 3-D physical simulator. Using this we
construct limited-area oceanic forecasts, concen-
trating simulation detail over the Bank itself but
bounding the simulation close in. This simulator is
fed by local observation of wind, current and
hydrography, and by estimated remote influences
(the unmeasured meteorological forcing; the
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far-field oceanic influences incident on the forecast
domain; and the cross-boundary fluxes) which are
represented through formal and necessary bound-
ary conditions. In a series of papers we have
reported progress on the simulator itself (Lynch et
al., 1995a), its resolution (Lynch et al., 1995b), and
its fidelity (Horne et al., 1996; Naimie et al., 2001).
More recently we have developed an assembly of
data-assimilation modules for estimating impro-
perly posed fields as encountered in this context
(Lynch et al., 1998b; Lynch and McGillicuddy,
2001; Lynch and Hannah, 2001; Lynch and
Naimie, 2002). Use of an assembly of some of
these modules at sea in 1999 is reported in Lynch
et al., 2001.
The present paper reports a retrospective

analysis of that data-assimilative simulation sys-
tem, with two basic goals. First, we examine
retrospectively the forecast skill; the primary
parameters contributing to skill; and the compar-
ison between hindcast and forecast. And secondly,
we examine the modeled dispersion of a passive
tracer released near the front, with the goal of
assessing the mechanisms of cross-frontal trans-
port. Fundamentally, our hypothesis is that tidal-
time Reynolds stresses in the vertical cause passive
tracers to diffuse vertically within a dynamic and
highly structured 3-D velocity field; 3-D advection
in tidal time moves parcels within a highly variable
vertical diffusivity field; and the resulting shear

dispersion accounts for the bulk of the horizontal
non-advective transport. To simulate this, we
resolve 3-D advective motions in tidal time and
close the vertical transport in a conventional,
highly dynamic level 2.5 eddy viscosity closure.
Tracer transport is computed with an ensemble of
10,000 Lagrangian particles with deterministic 3-D
advection and stochastic vertical diffusion. There
is no separate non-advective horizontal transport
mechanism; but horizontal dispersion results,
manifest as ensemble variance growth.
The events modeled here are based on data and

forecasts initially achieved and archived aboard R/
V ENDEAVOR, Cruise 324. This cruise was
tasked with injection and tracking of fluorescent
dye at the pycnocline along the northern flank of
the bank, on the stratified side of the mixing front.
The 1999 operations are sketched in Figs. 3–5.
While our data-assimilative approach keeps us
close to the observed circulation and hydrography,
the results relative to dispersion are not explicitly
constrained by observation. They are representa-
tive of real conditions but still limited by weak-
nesses of inference about unobserved processes.
This reliance on modeled outcomes is almost
guaranteed by the detailed nature of the phenom-
ena under study, the undersampling that results
from practical constraints on the real-time opera-
tion, and the associated ill-posedness of the
mathematics.
It is clear that the Northern Flank front of this

Bank presents serious modeling challenges. The
topographic slope is of order 10�2; over a depth
range roughly 50–150m. Tidal velocity is large
(order 1m/s) and rotary. Its rectification in the
presence of stratification creates subtidal velocity
of order 0.3m/s along-bank, a mixing front which
relocates in tidal time following the tidal excur-
sion; along-bank transport of order 0.1 Sv; and
well-mixed conditions on the bank crest. It is also
clear that our modeled environment is a realistic
facsimile. The earliest 3-D studies have produced
remarkably rich and realistic space–time structures
in density, velocity, and turbulent mixing, given
adequate resolution and proper vertical closure
(see Lynch et al., 1995b; Riddeiinkhof, 1995;
Werner et al., 1996). Climatological forcing
produces a frontal structure in general agreement
with comparable observation (Horne et al., 1996;
Naimie, 1996; Naimie et al., 2001). Here we fit
these fields to observed conditions as in Lynch et
al. (2001), and explore the Lagrangian mixing
regime implied. For a comparable study of the
southern flank of the bank, see Aretxabaleta et al.
(2005).
2. Model setup

Our simulations are discretizations of the 3-D
shallow water equations. The horizontal mesh for
the present study is shown in Fig. 2. The vertical is
represented on a generalized surface- and terrain-
following coordinate system, with level 2.5 closure
(Mellor and Yamada, 1982) and important later
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Fig. 2. Triangular mesh, ‘‘gbk1’’. Isobaths are plotted here and

throughout at 50, 100, 150, and 200m.

-69 -68.5 -68 -67.5 -67 -66.5 -66
40.5

41

41.5

42

42.5

Longitude

La
tit

ud
e

Fig. 3. Station locations for the 1999 Broadscale Survey

(OCEANUS 341, 17–26 April) and the location of the model

cross section (green line) across the Northern Flank of Georges

Bank used for the comparisons presented in Figs. 8 and 9

below. Isobaths are plotted at 50, 100, 150, and 200m. The

rectangular box indicates the approximate area surveyed by

ENDEAVOR 324. A 2-D estimate of the mixing front location

is shown in blue. The Georges Bank Buoy # 44011 is at

41:1�N; 66:6�W: The hindcast wind was measured there.
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refinements as reported by Galperin et al. (1988)
and Blumberg et al. (1992).
Initial conditions on this mesh were objectively

analyzed from the most recent hydrographic
survey of the Bank (OCEANUS 341, 17–26 April
1999) (Fig. 3). Motion and turbulence were started
from rest. Fig. 3 also shows the general area of
ENDEAVOR operations, and the Simpson and
Hunter (1974) mixing line indicating the expected
mixing front location, as estimated from earlier
tidal studies based on U

3
=H :

Wind stress and heat flux were computed from
shipboard observations using standard bulk for-
mulae. For the forecast, these fluxes were forecast
from standard NCEP products for the region. In
either case, atmospheric fluxes were assumed
spatially uniform over the mesh.
The general operational timeline for model

inputs is illustrated in Fig. 4. Each forecast spans
13 modeled days. There is a 3-day spinup followed
by 5 more simulated days before local observa-
tions begin. There are two ‘‘bell times’’, atmo-
spheric and oceanic. Data available before the
relevant bell are available for assimilation in the
relevant simulation. The atmospheric hindcast and
forecast products were taken from standard NCEP
operational products. For the oceanic simulation,
atmospheric data from the ship were used up until
the oceanic bell; thereafter the NCEP atmospheric
forecast product was used. (In the gap between
bells, some discrepancies between local and fore-
cast wind were common. We favored the local
observation.) ADCP data were assimilated into
the oceanic simulation up until the oceanic bell (we
actively ‘‘fitted’’ that data). The post-bell ADCP
and all the CTD and drifter observations were
‘‘passive’’, i.e. not assimilated. The general ap-
proach is as described in Lynch et al. (2001). Post-
bell, the oceanic boundary conditions deduced
from the hindcast were maintained without
change.
In Fig. 5 we show the stations occupied during

the cruise, generally proceeding from west to east.
We have Towyo’d CTD data at these stations.
Those numbered will be used to evaluate hydro-
graphic forecast skill; the numbering increases
chronologically. We also indicate the location of a
standard model transect in Figs. 3 and 5.
3. Dispersion method

To examine passive hydrodynamic dispersion
in these fields we use a hybrid deterministic/
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Fig. 4. Timeline for model inputs, at-sea observations, data assimilation, and the forecast period. Hydrographic Initial Conditions

(IC’s) on 5/24 were estimated from observations in the period 4/17–26.
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Fig. 5. CTD profile locations for the Towyo hydrographic

observations used for the comparisons presented in Fig. 10.

Superimposed is the location of the model cross section (green

line) across the Northern Flank of Georges Bank used in Figs. 8

and 9 below. The Simpson-Hunter mixing line is also indicated

(blue line), as in Fig. 3. Bathymetric contours are in black, at

50, 100, 150, and 200m as in all figures herein.
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stochastic approach. An ensemble of particles is
moved in tidal time with deterministic individual
motion given by the advective velocity from the
simulation. Individual vertical motion is supple-
mented stochastically, with a random walk process
keyed to the local vertical diffusivity. The en-
semble of particles is large, permitting direct
estimates of its distribution and moments.
3.1. The Random Displacement Method for

diffusion

We begin with a simple 1-D case of the diffusion
of an initial top-hat distribution of particles under
uniform diffusivity. The initial distribution, cen-
tered about the middle of the domain at x ¼ xc; is:

CðxÞ ¼
C0 �

b

2
pjx � xcjp

b

2
;

0 otherwise:

8<
: (1)

The analytic solution to the diffusion equation for
these initial conditions is well-known (e.g. Csana-
dy, 1976):

CðxÞ ¼
C0

2
erf

b=2þ ðx � xcÞ

2
ffiffiffiffiffiffi
Dt

p

� ��

þerf
b=2� ðx � xcÞ

2
ffiffiffiffiffiffi
Dt

p

� ��
ð2Þ

Applying Lagrangian methods to simulate the
diffusion of a collection of individual particles
requires a model for the random walk. One
approach is the naive one that allows each particle
to execute a series of independent random steps
that are directly scaled by the local diffusivity and
the time step (Skellam, 1951; Csanady, 1976;
Okubo, 1986; Visser, 1997). To match the diffusive
scales, this random walk model takes the form:

xðt þ dtÞ ¼ xðtÞ þ R

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Ddt=s2

q
; (3)

where D is the diffusivity at the particle position,
dt the time step and R the random variable with
zero mean and variance s2: Applying this model,
assuming a uniform probability distribution for
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the random variable R (for �1oRoþ 1), to the
above problem and integrating in time shows that
the random walk model effectively captures the
temporal evolution (Fig. 6).
There is a problem when diffusivity is variable.

It has been shown (e.g. Visser, 1997) that naively
applying a random walk using the local value of
the diffusivity alone, leads to an artificial build-up
of particles in regions of low diffusivity. Effec-
tively, particles that randomly walk away from
high diffusivity toward low diffusivity move
farther on average than those moving the other
direction. In order to avoid this difficulty, it is
necessary to account for rD; by introducing a
pseudo-advective term that balances this artificial
drift. Following Visser (1997) a corrected random
walk consistent with the diffusion equation can be
derived and in 1-D is given by:

xðt þ dtÞ ¼ xðtÞ þ
qD

qx






xðtÞ

dt

þ R

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Dðx�Þdt=s2

q
; ð4Þ

x� ¼ xðtÞ þ
1

2

qD

qx






xðtÞ

dt: (5)

In addition to adding the pseudo-advective term,
ðqD=qxÞdt; the diffusivity in the random walk is
Naive Walk t=0.0
t=0.5
t=1.0
t=2.0

Fig. 6. Random walk solution (solid lines) vs. analytic (dashed)

for the diffusion of an initial top-hat particle distribution under

uniform diffusivity (non-dimensional).
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t=0.0
t=0.5
t=1.0
t=2.0

Diffusivity

C

D

Fig. 7. Temporal evolution of an initial top-hat particle distribution

models. Dash lines: Eulerian; Solid lines: random walk. The parabolic

to maximum to clearly demonstrate the gradient effect on the naive w
shifted in the direction of the local diffusivity
gradient. To see the effect of neglecting to correct
for the artificial drift, again consider the top-hat
particle distribution but now diffusing under a
parabolic diffusivity profile. The time evolution
of the Eulerian solution along with the associ-
ated random walk solutions for this case are
shown in Fig. 7. The effect of the bias in the non-
gradient corrected (naive) random walk (left
panel) toward particle build-up in low diffusivity
regions here manifests itself in the random walk
simulation as an apparent time lag with respect
to the numerical solution. Therefore, an initial
patch of Lagrangian particles in the naive walk
model would appear to diffuse too slowly. By
comparison, the gradient-corrected random walk
model (right panel) has no significant difficulty
in simulating the diffusion correctly. The random
walk model for diffusion can be easily general-
ized to anisotropic diffusivity in both 2 and 3-D
(Proehl and Lynch, 2001). Adding advection is
straightforward.
A related problem is the resolution of the

diffusivity field. As Visser (1997) points out the
spatial criterion for using the corrected random
walk model for diffusion modeling is that the
profile of diffusivity be well approximated by

Dðx þ dxÞ ¼ DðxÞ þ dx
qD

qx
(6)

over the range of possible turbulent displacements,
jdxjo

ffiffiffiffiffiffiffiffiffiffiffi
2Ddt

p
: This truncation of the Taylor series

is reasonable provided:

Db
1

2
dx2

q2D
qx2

or equivalently dt5min 1
q2D
qx2

�� �
:

(7)
orrected Walk
t=0.0
t=0.5
t=1.0
t=2.0

iffusivity

for the naive (left) and gradient-corrected (right) random walk

diffusivity profile (top) varies by a factor of 100 from minimum

alk.
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For Georges Bank simulations the minimum
estimated value of 1=ðq2D=qx2Þ for vertical diffu-
sion is roughly 4.5dt and occurs in the very near
bottom boundary layer on the Northern Flank.
Therefore, we conclude that over the domain of
interest the random displacement model with the
first-order derivative correction is applicable here.
3.2. Ensemble procedure

We released ensembles of 10,000 particles within
the simulated circulation fields, mimicking the
tracer release shown in Figs. 4 and 5. Particles
were distributed about the central position
(41�54:60N; 68102:80WÞ on 1 June 1999. An initial
Gaussian distribution was assumed in the hor-
izontal, with length scale estimated to be around
950m. All particles were released at the same
depth, 20m. The Lagrangian timestep was 3min.
Random vertical displacements were generated for
each particle, based on the vertical diffusivity field
computed by the circulation model. There was no
horizontal random walk.
To isolate the effects of advection and vertical

diffusion, we consider two primary modeling
cases, one with advection alone the other with
advection plus vertical diffusion. Our hypothesis is
that the addition of vertical diffusive processes,
coupled with 3-D velocity shear, generates realistic
dispersion. We will examine the dynamics of the
first and second moments of the distribution, with
the latter representing the effective dispersion
which is occurring.
Throughout we use the approximation

ds2

dt
¼ 2k (8)

with s2 the ensemble variance (second moment of
particle location about the mean) and k the
effective dispersion coefficient (Fischer et al.,
1979; Csanady, 1976; Visser, 1997; Dimou and
Adams, 1993; Hunter et al., 1993). From the
ensemble of particle positions, s2 is simply
evaluated after every timestep; k is then estimated
from the slope of the resulting timeseries. This is
therefore a Lagrangian property of the ensemble.
4. Forecast skill assessment

4.1. Vertical parameterization

The model’s ability to form sharp vertical
temperature gradients due to surface heating is
critical to proper simulation of the mixing front.
This is especially so on the deep, stratified side of
the front. There, bottom-generated tidal turbu-
lence does not reach the mixed layer, and we
depend on near-surface mixing for the vertical
distribution of atmospheric heating. Proper reso-
lution and strength of the downward vertical
mixing of heat is critical. This vertical turbulent
mixing is closed in our simulations as an eddy
diffusive process; it is parameterized through the
diffusivity coefficient ðkhÞ which is obtained from
the Mellor–Yamada level 2.5-level closure scheme
(Mellor and Yamada, 1974, 1982), with the
Galperin and Blumberg extensions (Galperin et
al., 1988; Blumberg et al., 1992). It is well-known
that the simulated bottom boundary layer is well-
represented in this scheme, but that weakness may
lie in the near-surface where mixing due to internal
waves, wind waves, etc., and the surface boundary
conditions on mixing length and heat input
may not be fully captured. Accordingly, we
employ a prescribed background (or basal) value
of ðkhÞ that will govern the vertical mixing in
regions of weak turbulence. A second free para-
meter is the vertical resolution. Clearly very small
diffusivities can fail to perform if the mesh is too
coarse. Lynch et al. (1995a) studied the resolution
of the bottom boundary layer, concluding that
with a graded vertical mesh, as few as 21 vertical
nodes with near-boundary resolution 1m was
adequate. Here we employ the same sinusoidally
stretched vertical meshing, with 1m resolution at
surface and bottom. The total number of vertical
nodes NZ constitutes the free parameter. As in
the case of vertical viscosity, we anticipate that
the limiting demands on vertical meshing may
occur near the surface on the deep stratified side
of the front.
Consequently, we performed a series of model

experiments to determine the appropriate basal
diffusivity (kmin) and the necessary vertical resolu-
tion NZ. Simulations were run for kmin ranging
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Fig. 8. Temperature section (tidally averaged) across the Northern Flank as a function of basal model diffusivity and vertical

resolution. Clockwise from top-left: High basal diffusivity ðkminÞ; Medium diffusivity; Medium diffusivity, high vertical resolution;

Low diffusivity. The section location is plotted in Fig. 3.

J.A. Proehl et al. / Continental Shelf Research 25 (2005) 875–900882
from 2
 10�5 to 2
 10�3 m2=s; and for a doubled
vertical resolution ðNZ ¼ 42Þ over that typically
utilized for Georges Bank simulations.
In Fig. 8 we present a set of tidally averaged

temperature sections across the northern flank.
The high basal diffusivity does not produce a
realistic thermocline and we reject this as a
parameter choice. The simulation is over-mixing
the heat input. Decreasing kmin by an order of
magnitude [from 2
 10�3 m2=s (top-left) to 2

10�4 m2=s (top-right)] produces a realistic tem-
perature field structure as usually seen in observa-
tions near the front, with important implications
for the strength and structure of the along-front
jet. Reducing the basal diffusivity by another order
of magnitude [to 2
 10�5 m2=s (bottom-left)]
yields little further change in the structure of the
temperature field, but the surface waters are 1–2 1C
warmer due to the reduced vertical diffusion of
heat.
In the lower right panel of Fig. 8 we present the

tidally averaged, cross-bank temperature section
from a simulation with a doubled vertical resolu-
tion (NZ ¼ 42 sinusoidally spaced s levels).
Comparison to the lower resolution result (top-
right) shows very little difference suggesting that
for the temperature field, the lower vertical
resolution may be sufficient.
The extreme run with low diffusivity and high
resolution (not shown) exaggerated the surface
heat trapping reported above with NZ ¼ 21 (Fig.
8, lower left), reaching surface temperatures in
excess of 401. Based on this we reject the low
diffusivity/high resolution possibility.
In Fig. 9 we present the results for the tidally

averaged, along-bank flow in the same four panel
format as for temperature (Fig. 8). All four cases
show the presence of the along-bank shelfbreak
jet. In the higher basal diffusivity case (upper left)
the jet is broader and possesses a subsurface
maximum with peak speed roughly 19 cm/s. As the
basal diffusivity decreases the along-bank jet
strengthens, becomes narrower and more surface
intensified, reaching 29 cm/s in the moderate case
(top right) and 33 cm/s in the lowest basal
diffusivity case (lower left). The observed around
bank circulation varies seasonally on the northern
flank ranging from around 20 cm/s in winter to a
peak in the vicinity of 40 cm/s during summer
(Butman et al., 1987). Model values of around
30 cm/s in late May—early June for the two lower
diffusivity thresholds then are in the range of
observational evidence.
Comparing the effect of vertical resolution

(upper right to lower right) shows minor changes
in structure and intensity of the frontal jet (29 cm/s
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Fig. 9. Velocity section (tidally averaged) across the Northern Flank as a function of basal model diffusivity and vertical resolution.

Same arrangement as Fig. 8.
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for the lower resolution case versus 28 cm/s in the
higher). More important is the introduction of the
core of weak (4 cm/s) southwestward flow counter
to the frontal jet, in or beneath the pycnocline, and
centered at around 40 km off bank. In addition to
its better resolution and higher speed, this core
appears to have moved toward the Bank in the
higher resolution case. Note that the transect in
question terminates at the deep midpoint of
Franklin Basin, the narrow southwestward exten-
sion of Georges Basin (Fig. 1). We are apparently
sampling a weak cyclonic circulation feature on its
northward flank. As this feature is occurring in
deep (200m) water, we expect that resolution is
likely important here and favor the higher resolu-
tion case.
The conclusion of this sensitivity study is our

selection of the intermediate diffusivity, high
resolution case for further study: kmin ¼
2
 10�4 m2=s; NZ ¼ 42: We refer to this as the
‘‘High Resolution’’ case below. It is interesting to
note that Horne et al. (1996) estimated comparable
values for tidal-time vertical diffusivity, 1:0�
10:0
 10�4 m2=s; for near-surface, stratified
waters on the Northeast Peak, based on turbulence
measurements. Ullman et al. (2003) made higher
estimates, 10�3 to 10�1 m2=s; which include the
mixed side of the front. Houghton (2002) esti-
mated vertical diffusivity in the bottom boundary
layers of the South Flank and Northeast Peak and
obtained 1:4� 2:5
 10�3 m2=s; based on dye
injections. Our conclusions about basal values
are consistent with the lower limits of these
observations. In the simulations, the lower basal
value, kmin ¼ 2
 10�4 m2=s; constrains Eulerian
diffusion on the stratified side in the absence of
more significant modeled turbulence; higher values
generated by the level 2.5 closure govern where
tidal shear is more pronounced.
It is important to avoid overgeneralizing this

conclusion. There are many open issues with
modeling the turbulence in the near-surface layer.
Our results suggest that near-surface heat diffusion
needs to be enhanced over the model-generated
turbulence, off-bank. But we need to guard against
extrapolating this background value beneath the
air–sea exchange zone. Observed diapycnal dis-
persion of the dye patch in the present experiment
gives a value for the diapycnal diffusivity of
around 3
 10�5 m2=s (Ledwell and Churchill, in
prep.). Even lower diapycnal diffusivities of 10�6

to 10�5 m2=s were measured with dye releases on
the shelf south of New England at stratifications
similar to that in the dye patch here (Ledwell et al.,
2004). Our higher estimate of a basal value here is
connected with heat and turbulence penetration at
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the surface, and its discrete parameterization and
resolution. We reserve judgement about vertical
diffusivities in and below the pycnocline, off-bank
where modeled turbulence is low. Accordingly, for
ensemble calculations of tracer transport (initia-
lized at 20m depth), we retain the level 2.5 closure
as is, not subject to the basal value.

4.2. Fidelity of the thermal field

To more carefully assess model skill we conduct
a direct, model-data comparison for the hydro-
graphic observations from the CTD onboard the
Towyo sampler. Temperature largely controls
density here, so we concentrate on that. Fig. 4
gives the timing of these observations, which were
not assimilated into the model. The modeled
thermal field is initialized from the previous
Broadscale Survey (Fig. 3), about 5 weeks prior
to the Towyo data.1 Modeled physical processes,
forced by observed surface heat flux, are respon-
sible for the subsequent thermal evolution. Thus
the joint effects of the non-synoptic and tidally
aliased initialization, the atmospheric flux data
input, and the internally computed heat transport,
all contribute to model performance here.
The Towyo operation generally sampled along-

isobath, on the stratified side of the front. The
stations used are numbered as in Fig. 5. These
stations bracket the location of the tidally aver-
aged cross-sections shown above in Figs. 8 and 9.
In Fig. 10 we present computed profiles for the

four model cases, superimposed upon the Towyo
observations. It is apparent that except for the
high basal diffusivity case, the vertical structure of
the model temperature field is not very sensitive to
the range of parameters studied here. This is
consistent with Fig. 8. It is clear from the nearly
isothermal profiles, that the high basal diffusivity
case is much too diffusive. With respect to the
remaining three cases the model does a reasonable
job of simulating the observed vertical temperature
structure in the region of the Northeast Peak
(profiles 6–8), but has difficulty in the upper ocean
to the west (profiles 2–5) underestimating the near-
surface (5–20m) thermal stratification.
1The survey itself took about 10 days to complete.
The statistical results using all of the Towyo
CTD profiles are presented in Table 1. The visual
improvement seen from the reduction of the basal
diffusivity from 2
 10�3 to 2
 10�4 m2=s shows
up as a significant improvement in the ability to
capture mean temperature, salinity and density.
Further reduction leads to some improvement but
as expected from Fig. 10 the effect is not dramatic.
It is interesting to note that for all but the high
diffusivity case the model results consistently show
a slight warm, salty bias ðo0:2 �C;� 0:03%Þ:
These are small biases and they are unlikely to
be dynamically important here; we have made no
effort to isolate their origins. They are also small
compared with the large variances in the data (not
shown).
As a bottom line assessment, the model-data

misfit is roughly 1 1C RMS and 0.14 1C mean, for
instantaneous, depth-dependent temperature. This
is the result of initial conditions measured non-
synoptically a month prior to initialization; plus
observed surface heating and simulated internal
redistribution for 9–12 days.

4.3. Velocity field

Next we examine simulation skill with respect to
velocity. From the point of view of ecological
transport, the relevant quantity is the tidally
averaged flow and the effective dispersion on that
timescale. However the ADCP data are sampled
instantaneously on a moving platform. We expect
these data to contain rotary tidal motion in the
range 0–1m/s and a directed subtidal contribution
in the range 0–0.3m/s. The only ADCP processing
we perform is vertical vector averaging over the
interval actually sampled; that is the data product
which is assimilated in order to infer the baro-
tropic open boundary conditions (Lynch et al.,
1998b). Model output is processed in the same
way. We use the symbol V for this partial vertical
average.
The V comparisons appear in Fig. 11. The misfit

is of order 5–10 cm/s, and is generally largest off-
bank. It is somewhat insensitive to the strength of
the basal diffusivity but improves markedly as the
vertical resolution is doubled. Close inspection
reveals that most of the disagreement is related to
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Fig. 10. Temperature profiles from the Towyo survey at stations numbered in Fig. 5 and model results for the four model simulations.

Table 1

Hydrographic Data, Model, and Misfit (Data-Model) statistics for the 4 model cases using the data and stations from the Towyo CTD

Case name T (1C) S ð%Þ st ðkg=m3Þ DT (1C) DS ð%Þ Dst ðkg=m3Þ

Mean s Mean s Mean s

Observed 8.403 32.452 25.192 — — — — — —

High kmin 8.053 32.658 25.426 0.350 1.742 �0.206 0.106 �0.234 0.314

Moderate kmin 8.595 32.485 25.198 �0.192 1.042 �0.033 0.114 �0.006 0.202

Low kmin 8.529 32.467 25.188 �0.126 1.037 �0.015 0.127 0.004 0.211

High Z Res. 8.538 32.484 25.203 �0.135 1.078 �0.032 0.121 �0.012 0.212

For the misfits, s is the standard deviation about the mean misfit.
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Fig. 11. Vertically integrated ADCP data and coincident model predictions (left) and the model-data misfit (vector differences, right)

for the high-resolution, intermediate diffusivity case. To improve legibility only every other ADCP profile is displayed.
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flow direction rather than magnitude. We know
from experience that compass errors in the
instrumentation can be problematical, as can
model-data timing mistakes, especially where tides
are significant. Also, small-scale local bathymetric
variations, which are smoothed in model bathy-
metry, contribute to variance in vector differences.
Statistical summaries in Tables 2 and 3 show

both vertically averaged and point (depth-depen-
dent) metrics. In particular the point metric shows
good skill and the same primary effect of resolu-
tion as is evident in the vertically averaged plots
and statistics. Recall that the V data are assimi-
lated up to the oceanic bell; the more detailed VðzÞ

are not.
Table 2

Speed statistics for the shipboard ADCP observations. The

barotropic velocity is vector-averaged over the actual vertical

sampling interval

ADCP Observations (cm/s)

V VðzÞ

Mean s Max Mean s Max

15.99 9.51 46.12 17.54 18.75 101.39

s is the standard deviation about the mean.

Table 3

RMS velocity misfit metrics for the four model cases. The data

are divided into active (pre-oceanic bell) and passive (post-bell)

Case name ADCP Misfit (cm/s)

V VðzÞ

Pre-Bell Post-Bell Pre-Bell Post-Bell

High kmin 9.46 15.45 14.21 21.90

Moderate kmin 10.37 16.03 15.45 22.96

Low kmin 10.39 16.46 15.37 23.38

High Z Res. 4.77 8.72 10.07 16.36

The vertically averaged data,V; are assimilated pre-bell. The

individual observations VðzÞ are not assimilated individually.

These misfits are therefore higher. All runs use the winds as

forecast at sea.
In Table 3 we separate these misfits into
hindcast and forecast. The hindcast misfit field
was minimized in a least-squares sense by bound-
ary condition adjustment; the forecast field was
not fit.
4.4. Drifters

During the cruise, fixed depth drifters were
released and tracked for O (5 days). We concen-
trate on the two which are near the front in the
timeframe given in Fig. 4. Both were drogued to
19m and placed initially in the pycnocline close to
the mixing front (on the stratified side), a few
hours apart. Unlike the Eulerian ADCP compar-
isons, drifter displacements provide a complicated
Lagrangian integral metric of the flow field, its
initial and evolving uncertainty, and its unresolved
eddies. No displacement data were assimilated.
We have no hydraulic model for these drifters;

instead they are assumed to respond instanta-
neously to the local horizontal velocity field, with
depth fixed; and without any measurement error.
The simulation fields are sampled in that way in
order to integrate Lagrangian misfits. Clearly there
are drifter dynamics related to oceanic and atmo-
spheric influences which are not captured here (e.g.
Geyer, 1989; Niiler et al., 1995; Mariano et al.,
2002).
In the upper panels of Fig. 12 we present the

fixed-depth trajectories for modeled and observed
drifters. The effect of the strong tidal motion
manifests itself in the drifter trajectories in the
form of loops which grow stronger as the drifters
move into shallower water. Superimposed upon
the strong tidal motion is a net northeastward drift
associated with the tidally rectified, anti-cyclonic
circulation around the bank. It is obvious from
both upper panels that the model drifters have a
strong tendency to move up onto the bank
whereas the observed drifters tended slightly off-
bank.2 This on-bank bias in velocity was not
apparent from the previous ADCP comparison.
The lower panels of Fig. 12 show the separation
2In fact drifter 006 moved dramatically off bank and away

from the simulation (about 10 km) during the first day, and

generally moved along-bank thereafter.
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distance between the simulated and observed
trajectories as a function of time. As with previous
comparisons, the increase in vertical resolution
(not shown) improved the result.
Linear-in-time fits of this separation data are

shown in Fig. 12, and the separation rates are
presented in Table 4. For the high resolution case
the rates are 4.86 and 7.43 km/d for the two
-68 -67.9 -67.8 -67.7 -67.6 -67.5 -67.4 -67.3 -67.2 -67.1

41.8

41.9

42

42.1

42.2

 Observed vs Modeled Drifter Trajectory (2-D)

Drogue 006

41.

41.

4

42.

42.

151.5 152 152.5 153 153.5 154 154.5 155 155.5
0

10

20

30
 Observed/Model Drifter Separations

Drogue 006 (β=4.86km/d)

1

1

2

3

4

Fig. 12. Top panels—comparison of two observed, fixed-depth drifte

lines) for the ‘‘High Resolution’’ model configuration. Bottom panels

and the zero-intercept, least squares linear fit.

Table 4

Linear separation rate (km/d) for the 4 model cases

Drogue # Fit type Model configuration

High kmin

006 Best fit 4.65

Zero intercept 6.73

037 Best fit 10.46

Zero intercept 10.13

The ‘‘Best fit’’ is in the linear least squares sense. The ‘‘zero intercept’

and modeled drifter are initially coincident. The rapid initial separatio

assumption here.
drifters, assuming zero initial separation. It is clear
from Fig. 12 that in both cases the difference in
cross-bank displacement is the most important.
The along-bank separation is small for Drifter 006;
for Drifter 037 the along- and cross-bank misfits
contribute about equally. In Lynch et al. (2001) we
noted that forecast drifter separation rates could
be as low as 3.4 km/d for this system, based on the
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Drogue 037 (β=7.43km/d)

r tracks (solid lines) with simulated fixed-depth drifters (dashed

—separation between simulated and observed drifters vs. time;

Moderate kmin Low kmin High Z Res.

5.50 4.28 3.85

8.01 7.11 4.86

10.41 10.23 8.85

10.43 10.43 7.43

’ result imposes an added constraint on the fit that the observed

n of 006 noted in the text calls into question the ‘‘zero intercept’’
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accumulation of numerous forecasts on the North
and South Flanks of the Bank. These particular
data are not inconsistent with that. But, they
suggest improvement is possible.
The Lagrangian separation rates are also

broadly consistent with the velocity misfits. The
Eulerian results showed that there are significant
directional misfits to the ADCP V data, but these
errors did not seem to be systematically on bank as
the drifter trajectory misfits suggest. However the
Eulerian VðzÞ misfits are necessarily larger that the
V: Apparently, the Eulerian misfits nearer the
surface are biased toward an on-bank forecast
error; and the Lagrangian integration of that bias
is showing up in the drifter comparisons.
We see here that we have an ecologically

significant difference in terms of predicted cross-
frontal motion which the real drifters did not
exhibit.

4.5. Tracer center of mass

Here and below we standardize the oceanic
simulation at the ‘‘High Resolution’’ case from
above.
For tracer ensembles, we compute either with

pure 3-D advection (‘‘non-diffusive’’); or by
adding vertical diffusion (random walk) from the
level 2.5 vertical closure. This is referred to as the
‘‘diffusive case’’. As discussed above, we do not
enforce a minimum basal diffusivity on these
ensembles. Horizontal diffusion is zero in all cases.
The in situ dye is sampled using a fluorometer

mounted on a sled (the Towyo) which is towed
while executing a series of up–down profiles across
the dye patch. The vertical excursions are rapid
enough to consider each up or down transit as a
local vertical profile. Due to obvious space–time
constraints, these data are neither synoptic nor
complete. Their evaluation requires a fuller analy-
sis in its own right, which is underway as a
separate study (Ledwell and Churchill, in prep.).
Here we concentrate only on estimating the center
of mass of the dye.
Fig. 13 illustrates the sequential fluorescence

data and our interpretation procedure. If an
observation is the maximum observed within a
moving 1.5 h window, then its space–time location
is considered an estimate of the dye center of mass.
Small concentrations, below 1% of the overall
maximum observed, are discarded. The trajectory
so obtained appears in Fig. 14 along with the two
drifter trajectories. Centers of mass estimated from
objective maps of the dye patch made recently
agree with these estimates, within 3 km. The
sampling generally stayed on the stratified side of
the front (Fig. 5). Notice that this data generally
ends before the hindcast and forecast wind
products diverge.
The drifters generally provided good estimates

of the dye location. Fig. 15 indicates that, drifter
006 separated at only 0.58 km/day. Drifter 037’s
separation rate was higher, 3.57 km/day.
Modeled centers of mass are plotted in Fig. 16

for diffusive and non-diffusive ensembles. The
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separation rates are displayed in Fig. 17. These
separation rates are comparable to those between
dye and drifter 037. But qualitatively they are
different; 037 sped ahead of the dye, while the
ensembles moved closer to the bank and were
slower along-bank. Quantitatively, the rates
2.89–3.32 km/day are consistent with other data
here, and with expectations. Significantly, the non-
diffusive ensemble avoided some of the on-bank
excursion which the diffusive ensemble experi-
enced. Below we show that this reflects an
erroneous forecast wind event which produced
on-bank Ekman drift, entraining part of the
ensemble and producing a bimodal distribution.
4.6. Dispersion and ensemble length scales

The depth histories of the center of mass for the
diffusive and non-diffusive ensembles are not very
different (Fig. 18). The largest signal in both cases
is tidal advection across the topography. During
this process, the ensemble generally maintains
relative position in the water column, as it moves
on and off the bank. Related, the water column
stretches and shrinks. This advective excursion
reaches 20m by the end of the simulation. Both
cases show some deepening on the last day.
The vertical size of the ensembles are virtually

the same until day 153.5 (Fig. 19), and small
compared to the reference for 0:0002m2=s: Both
ensembles are off-bank and in more quiescent
water. At day 153.5 the diffusive scale begins to
grow, while the non-diffusive scale remains smaller
by a factor of 2 to 3. In this period the ensemble is
shoaling (the well-mixed limit is proportional to
the ensemble-mean depth). Near the end of the
simulation (last half-day) the non-diffusive scale
also shows some growth, suggesting that the late
growth in the diffusive ensemble is advective in
origin. The gap between the ensemble variances
and the limiting well-mixed variance begins to
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close at the end of the simulation, as tidal effects
are becoming more dominant.
Vertical diffusivity is computed as a time-

dependent Eulerian field from the turbulence
closure, as part of every simulation. Individual
particles sample it and compute a random vertical
walk. The ensemble mean vertical diffusivity is
plotted in Fig. 20. It exhibits a jump by three
orders of magnitude at about day 153.5. This jump
is dramatic, and reinforces the interpretation
above—the ensemble is shoaling into the mixing
zone.
The horizontal center of mass for both forecast

ensembles appears in Fig. 21. One can clearly see
the along-bank drift modulated by the cross-
isobath tidal motions. Times of shallow/deep
center of mass correspond to times of maximum
on/off-bank tidal excursion. A large portion of the
vertical motion of the center of mass is cross-
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isobath tidal advection wherein the ensemble
maintains its relative depth. The diffusive case
moves shoalward faster, and is slowed down
earlier as it engages the mixing front. The fact
that its center is still seaward of the front, suggests
that only a portion of the ensemble is experiencing
mixing. The on-bank motion is enhanced by
-68.2 -68.1 -68 -67.9 -67.8 -67.7 -67.6 -67.5 -67.4 -67.3 -67.2
41.7

Longitude

Fig. 21. Ensemble mean forecast trajectories, superimposed on

the standard topographic contours (black). Asterisks are at

daily intervals beginning at t ¼ 152:0; the two bells are marked.
The Simpson-Hunter mixing line is approximately the 50m

isobath (Fig. 3).
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diffusive exchange with the surface Ekman layer
under these winds.
The early time evolution of horizontal ensemble

sizes is essentially the same (zero variance) in both
cases, up to roughly day 153.5 (Fig. 22). There-
after, the variances undergo dramatic growth in
both directions, with the diffusive case becoming
roughly a factor of 2–3 larger by the end of the
simulation. The highly structured advection in the
frontal region is a significant contributor to the
total dispersion here; the vertical diffusion ampli-
fies it.
The ensemble variances after day 153.5 are fit to

the model of linear-in-time variance growth, to
infer an approximate tide-averaged dispersion
coefficient. The best fits are shown in the figures
in terms of dispersivities. Cross-bank, we get
131m2=s total dispersion, roughly the sum of
52m2=s due to pure advection and an apparent
supplement of 79m2=s when vertical diffusion is
added. The comparable numbers along-bank are
114m2=s (total), 42m2=s due to advection and
72m2=s added by diffusion.
Other independent estimates for horizontal

dispersion in this front are consistent with this.
Houghton (2002) measured cross-frontal dye
dispersion in the bottom boundary layer of the
Bank, and obtained the estimates 18–30m2=s
cross-bank, and 28–116m2=s along bank. (The
lower numbers are for the South Flank; the higher,
for Northeast Peak.) These represent total disper-
sion. We find comparable (order of magnitude)
rates for ensembles released in the North Flank
pycnocline, once that mechanism is activated by
contact with the mixing front.3 Otherwise, the off-
bank horizontal dispersive effect here appears
negligible.
Snapshots of the diffusive ensemble distribution

reveal a bimodal distribution after the encounter
with the front (Fig. 23). Overall, the horizontal
position of the off-bank part is very similar to that
for a non-diffusive ensemble (not shown). Vertical
diffusion leads to enhanced horizontal dispersion
as the ensemble encounters the front. Diffusive
exchange with the surface Ekman layer enhances
3Here we need to allow for the smaller advective speeds in the

bottom boundary layer.
the on-bank motion and spreading. This spreading
extends the ensemble over shallower, differentially
moving fluid toward the top of the bank which
further acts to draw it out in the alongbank
direction.
Time series of the cross-bank distribution

(Fig. 23, bottom series) show that the diffusive
ensemble stays near the surface and compact, as
placed, until day 153.5. The onset of the forecast
wind event creates vertical mixing, effectively
entraining part of the ensemble in the shoalward
Ekman drift into the mixing front. A bimodal
vertical and horizontal structure develops. The
shoalward mode becomes mixed over the entire
water column and the mode over deeper water is
confined to the upper layer, relatively undis-
turbed.4

The enhanced surface mixed layer created by the
wind event, the entrainment of the surface part of
the ensemble in shoalward Ekman drift, and the
explosive vertical spreading as this subensemble
encounters the front are essential features of this
forecast. They confirm both simpler analyses of
these phenomena, and the realism of the level 2.5
closure with realistic topography and forcing. The
resolution of fine-scale simulation features facili-
tated by the Lagrangian ensemble approach is
evident.
5. Hindcast with buoy wind

Retrospective examination of this period con-
firms what was observed at sea: that the forecast
winds were sometimes not very precise compared
with observed values. We see this discrepancy
between the forecast wind stress and that recorded
at the Georges Bank buoy (Fig. 24). Our hypoth-
esis is that the skill shown above is degraded by
Ekman drift on-bank which is not supported by
the buoy wind.
cross-bank position. The local topography is relatively mono-

tonic, so the bottom series in Fig. 23 is a practical view of the

ensemble’s effective cross-section.
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Fig. 23. Vertically (top series) and horizontally (bottom series) integrated ensemble distribution for the diffusive forecast at selected

times. Superimposed on the topography is the time-averaged Simpson-Hunter mixing front (thick blue line).
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Accordingly, we made a simulation with nothing

changed except the substitution of the retrospective

buoy wind for the whole simulation. We refer to this
as the ‘‘Hindcast’’ case, since the wind series used
is only known retrospectively. We maintain,
however, the same sense of the oceanic bell relative
to which ADCP data were assimilated.
The simulation results are displayed below.

‘‘Hindcast’’ refers to the use of the Buoy wind;
‘‘Forecast’’ refers to the use of the operational
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Fig. 24. Wind Products [Pa]. The Forecast wind product is a

composite of the NCEP product and the shipboard observa-

tion. The Buoy product is used here for the hindcast. It was

observed at the Georges Bank Buoy # 44011 on the South

Flank of the Bank. The atmospheric and oceanic bell times are

shown for reference, as red and blue vertical lines.

Table 5

RMS ADCP misfit metrics as in Table 3 for two cases

Case name RMS ADCP Misfit (cm/s)

V VðzÞ

Pre-Bell Post-Bell Pre-Bell Post-Bell

Forecast Winds 4.77 8.72 10.07 16.36

Hindcast (Buoy) Winds 4.69 8.72 9.81 16.16

The model fit metrics for the forecast are identical to those

recorded in Table 3. The hindcast lacks the wind event which is

forecast in the former. As in Table 3, the data are divided into

active (pre-oceanic bell) and passive (post-bell) and the same

ADCP data are assimilated as before, on the same schedule.
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wind forecast available at-sea, as presented in the
previous section. There are no other differences
among the two simulations.
Only modest hindcast improvement is shown in

the ADCP fits, Table 5. This level of improvement
is not significant. The ecologically critical cross-
bank motion is masked in the larger tidal and
along-bank motions. And, the VðzÞ misfit is high in
both cases.
While the ADCP misfits are not sensitive to this

change, the drifter comparisons are. Fig. 25 shows
simulated and observed drifter results and replots
the forecast results for comparison. For both
drifters, despite differences in launch positions/
times, we have the forecast moving on-bank while
the hindcast does not. This is more exaggerated
than for the centers of mass as in Fig. 26,
presumably reflecting the on-bank shoaling to-
ward bottom-generated mixing with the fixed
depth constraint. But qualitatively, the effect is
the same. Also shown are timeseries of drifter
separation. For 006, the early separations are
basically the same, resembling an exponential rise
to about 10 km over the first day. Thereafter, the
hindcast remains at 10 km while the forecast
develops an additional separation at about 5 km/
day, beginning at about day 153.5. Drifter 037
shows both separations initiating growth at about
15 km/day at that time. The straight lines on these
figures represent linear least-squares fits over the
entire period and are reported in Table 6. The
hindcast improves this metric of performance in all
cases; more significantly, the on-bank drift is
largely removed.
The diffusive ensemble centers (Fig. 26) are less

sensitive to the wind change, but show the same
qualitative difference. The hindcast ensemble
moves along-isobath, while the forecast one
develops a cross-isobath component toward the
mixing front beginning at about the atmospheric
bell (noted above). Recall that the forecast
ensemble is bimodal with a portion engaged in
the front and a portion off-bank. The hindcast
ensemble remains compact through the simulation
(Fig. 30).
Fig. 27 illustrates the ensemble center of mass

comparisons with the tracer data. Both hindcast
ensembles track along-bank correctly but lag
behind the tracer. The diffusive and non-diffusive
hindcasts hardly differ; and the separation rate,
3.3 km/day is unchanged from the forecast (Table
6). Late in the simulation, the forecast and
hindcast develop bigger differences (Fig. 26). But
the data in this comparison end at � day 154.8,
before that discrepancy develops fully. Also, there
are important differences in variance growth
relative to the forecast (below); but these do not
really affect the early center of mass trajectories
compared here.
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strong cross-bank gradient in tidal ellipse is present in both cases, with only the forecast case sampling the on-bank portion. Bottom

Panels—separation between simulated and observed drifters vs. time; and the zero-intercept, least squares linear fit.
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Fig. 26. Ensemble mean position for diffusive forecast and

Hindcast ensembles. The forecast case is unchanged from that

presented in Fig. 21. Asterisks are separated by one day; the bell

times are also shown. Vertical diffusion is active in both cases.

Table 6

Summary of estimates for drifter and dye separation rates

Estimates of separation rate (km/d)

Drifter 006 Drifter 037 Dye

Forecast Winds 4.86 7.43 3.32

Hindcast (Buoy) Winds 3.65 6.96 3.33

The drifters are compared with fixed-depth advection only. The

forecast data are the same as in Table 4. The dye case refers to

the center of mass estimate relative to the diffusive ensemble

mean position. The least squares fit assumes linear separation in

time, and zero initial separation.
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The ensemble variance growth over time is
plotted in Fig. 28. There is essentially no along-
bank dispersion until day 154.5; after that, the
vertical diffusion has no effect; the ensemble
remains de facto purely advective; its variance is
growing due to advective shear dispersion. The
same is true for the smaller crossbank dispersion,
except that the onset of dispersion is delayed by
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about a half-day. During the last day, the along-
bank variance grows at the high rate
60 km2=d ðk ’ 350m2=sÞ due to advection. (Cau-
tion is advised here as the underlying topography
(northeast peak) is not 2-D here, so the cross- and
along-isobath directions are poorly defined.)
The vertical diffusivity experienced by this

ensemble is very weak, 10�5 m2=s; until day
154.5, when growth to roughly 10�4 m2=s occurs
(Fig. 29). This latter value is comparable to that
observed on the Northeast Peak by Horne et al.
(1996); but it is still 2 orders of magnitude below
that experienced by the forecast ensemble. The
small additional vertical variance which actually
develops in the diffusive hindcast ensemble, illu-
strated in the lower panel of Fig. 28, corroborates
this low ensemble diffusivity. In examining these
results, recall that closure-generated diffusivity

generates vertical random walk for individuals
within the ensemble; variance and variance growth

are Lagrangian outcomes of the whole ensemble.
Tables 5–7 summarize the results. Evolution of
the hindcast ensemble confirms its low dispersion
and general trajectory along-isobath (Fig. 30).
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Table 7

Summary of model estimates for effective horizontal dispersion, once an ensemble from the pycnocline encounters the frontal zone

Case name Estimates of horizontal dispersion rate ðm2=sÞ

Cross-Bank Along-Bank

Total Advection + Diffusion Total Advection + Diffusion

Forecast Winds 131.0 52.0 79.0 114.0 42.0 72.0

Hindcast (Buoy) Winds 21.0 19.0 2.0 74.0 72.0 2.0

‘‘Dispersion’’ is horizontal spreading. ‘‘Advection’’ is 3-D tidal-time advective transport only. ‘‘Diffusion’’ is the added effect of

vertical diffusion. ‘‘Total’’ is the combined dispersion rate.
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6. Conclusions

Our results are credible representatives of ‘‘the
possible’’ but not perfect reproductions of the
past. They are like historical fiction—realistic
processes which are consistent with the facts. The
hindcast is closer to historical truth, based on first
principles—better information forcing the same
processes.
Lagrangian dispersion is event-specific; and the

two events created here are dramatically different.
Off-bank, both ensembles are essentially non-
diffusive. As an ensemble engages the mixing
front, the diffusivity rises by 3 orders of magnitude
and initiates horizontal spreading in the complex
front. The resultant dispersion rate is estimated at
(114.0, 131.0) m2=s (along-bank, cross-bank),
partitioned roughly as 1/3 pure 3-D advection
and 2/3 initiated by vertical diffusion. This
occurred in the forecast ensemble as a result of
Ekman drift and turbulence generated by both
wind and tide. In the hindcast ensemble, quiescent
wind left the ensemble non-diffusive and compact,
advecting parallel to the mixing front and experi-
encing some advective shear dispersion.
Relative to Data-Assimilative Skill:
(1) Hydrographic skill is good; simulations

driven by standard heat flux estimates retain this
skill over timescales of weeks. No special detiding
or other adjustment for synopticity appears
necessary.
(2) Velocity skill as judged by vertically aver-

aged ADCP data is similar to that achieved in
similar studies. The hindcast correction to the
wind input did not significantly improve the
ADCP fit. The vertically dependent velocity misfit
shows higher variance than the vertically averaged
misfit, in both hindcast and forecast.
(3) Lagrangian drifter and tracer center-of-mass

skill are consistent with each other, and with
previous drifter studies. The near-surface bias
under erroneous wind is apparent here as an on-
bank bias in Lagrangian trajectories.
(4) Small misfits in cross-front velocity and

integrated Lagrangian trajectories result in big
differences in transport. Encountering the mixing
front represents a major event relative to ensemble
variance growth; there are nonlinear but smaller
effects on center of mass as well.
(5) Wind forcing is critical and wind products

based on published meteorological models at
coarser resolution are sometimes deficient for
these purposes. The hindcast shows this both in
the wind signal itself and in the circulation results.
Better fidelity of hindcast and forecast is needed in
the local atmospheric forecast.
(6) Assimilation of vertically averaged velocity

masks some depth-dependent vertical biases. In
this case, the Ekman drift in the mixed layer can be
missed. This bias shows up in Lagrangian separa-
tions from forecast trajectories. Procedures for
assimilation of V ðzÞ; and of Lagrangian displace-
ment, would help this.
Relative to dispersion:
(7) With advanced tidal and topographic resolu-

tion there is no role for explicit tidal-time
horizontal dispersion; it is an emergent property
of ensemble spreading with 3-D advection and
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Fig. 30. Diffusive hindcast ensemble distribution vs. time. As in Fig. 23.
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vertical diffusion controlled by wind, tide, and
stratification.
(8) Horizontal dispersion in this system depends

on (a) 3-D tidal time advection and (b) 1-D
vertical diffusion. These fields are very strongly
structured in space-time. Bottom-generated turbu-
lence, and baroclinic tidal rectification, fixes the
general location and structure of the front on the
topography. Wind events can enhance its disper-
sive effect, by (a) earlier encounter with the front;
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(b) enhanced vertical exchange with the near-
surface; and (c) enhanced surface shear in the
advective field.
(9) Use of Lagrangian ensemble methods for

this purpose is effective and recommended for
future study. In particular, particles can operate in
limiting non-diffusive regimes without the usual
Peclet number restrictions associated with Euler-
ian simulations. And, as their positions are never
lost or blurred, they are effective in high-gradient
situations as shown here.
(10) Characterization of ensemble evolution is

straightforward, in terms of moments of the
particle distribution. Evolution of ensemble size
is an inevitable need when dilution leads to
undersampling. This is readily automated by
processes analogous to spawning events simulated
for living particles.
Outstanding problems remain, pertaining to

Lagrangian ensemble methods. All require adher-
ence to an underlying statistical theory of Lagran-
gian displacement in a turbulent fluid, sufficient to
inform
(1)
 field sampling,

(2)
 simulation,

(3)
 construction of skill metrics,

(4)
 skill interpretation, and

(5)
 data assimilation.
Related is the need for a better Lagrangian model
of drifter motion.
The level 2.5 turbulence closure used herein

appears adequate to describe the interactions with
the mixing front and the attendant ensemble
variance growth. Off-bank, however, near-surface
mixing involves processes not clearly described in
the present calculations, operative in and above
the pycnocline in deep water. The basal diffusivity
used here appears adequate for heat and salt
transport there; it seems to be making up for
coarse resolution and parameterization of pro-
cesses in the air–sea exchange zone. Deeper into
the water column, available evidence suggests a
much more quiescent environment (by at least an
order of magnitude). The transport pathway to the
Bank from the north is via this environment and
ensemble variance growth is sensitive to the mixing
there. In particular, the probability of an ensemble
located in the pycnocline, becoming involved with
an overlying Ekman layer and its horizontal
transport, is at stake here. Available evidence
supports the ‘‘no diffusion’’ limit used here, with
level 2.5 diffusion once the mixing front has been
encountered. More research is needed into the
operative mixing processes in this environment—
both at the surface and below it.
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