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ABSTRACT

This study investigates the anisotropic properties of the eddy-inducedmaterial transport in the near-surface

North Atlantic from two independent datasets, one simulated from the sea surface height altimetry and one

derived from real-ocean surface drifters, and systematically examines the interactions between the mean- and

eddy-induced material transport in the region. The Lagrangian particle dispersion, which is widely used to

characterize the eddy-induced tracer fluxes, is quantified by constructing the ‘‘spreading ellipses.’’ The

analysis consistently demonstrates that this dispersion is spatially inhomogeneous and strongly anisotropic.

The spreading is larger and more anisotropic in the subtropical than in the subpolar gyre, and the largest

ellipses occur in the Gulf Stream vicinity. Even at times longer than half a year, the spreading exhibits sig-

nificant nondiffusive behavior in some parts of the domain. The eddies in this study are defined as deviations

from the long-term time-mean. The contributions from the climatological annual cycle, interannual, and

subannual (shorter than one year) variability are investigated, and the latter is shown to have the strongest

effect on the anisotropy of particle spreading. The influence of the mean advection on the eddy-induced

particle spreading is investigated using the ‘‘eddy-following-full-trajectories’’ technique and is found to be

significant. The role of the Ekman advection is, however, secondary. The pronounced anisotropy of particle

dispersion is expected to have important implications for distributing oceanic tracers, and for parameterizing

eddy-induced tracer transfer in non-eddy-resolving models.

1. Introduction

a. Background

The mesoscale oceanic eddies (‘‘eddies’’ hereafter)

are important for maintaining the oceanic large-scale

stratification, general circulation, and distribution of bio

and geo-chemical tracers. One of the most important

features of the eddies is their ability to transport mate-

rial properties—this process is commonly modeled as

eddy diffusion. The eddy diffusivity parameter quan-

tifies the efficiency of eddies in downgradient mixing of

the large-scale properties. The diffusivity can be esti-

mated fromLagrangian float statistics (e.g., Owens 1984;

Davis 1991; see a review in LaCasce 2008). Horizontal or

isopycnal diffusion has been commonly used to param-

eterize lateral transport andmixing by the eddies in non-

eddy-resolving numerical models, which are standard

oceanic components of present-day comprehensive cli-

mate models. In these models, the large scale advection
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is simulated explicitly, whereas the eddy-induced tracer

transport has to be parameterized. The corresponding

eddy diffusivities are poorly known and often taken to

be isotropic and spatially homogeneous.

However, the existing evidence based on observations

and numerical eddy-resolving simulations shows signif-

icant complexity in the structure and spatial distribution

of the eddy-induced transport properties. The eddy

diffusivities estimated directly from the floats (LaCasce

and Bower 2000; Lumpkin et al. 2002; McClean et al.

2002) and indirectly from the satellite data (Marshall

et al. 2006) have strong geographical inhomogeneities.

Eddy-resolving simulations also demonstrate highly non-

uniform spatial distribution of the eddy-induced transport

(Gille andDavis 1999;Nakamura andChao 2000;Roberts

and Marshall 2000). This complexity of the eddy-induced

transport can be very important for simulating distribu-

tions of oceanic tracers and properties, as well as for air-

sea exchanges (e.g., Booth and Kamenkovich 2008). The

diffusivity coefficients are also length scale-dependent

according to Okubo (1971).

The lateral eddy-induced spreading is also anisotropic,

and examples include differences between the along-

and cross-stream directions in the Antarctic Circumpo-

lar Current (Marshall et al. 2006; Sallee et al. 2008;

Griesel et al. 2010; Ferrari and Nikurashin 2010; Naveira

Garabato et al. 2011), and between the zonal and me-

ridional directions in the North Atlantic (McClean et al.

2002) and the tropical Pacific (Bauer et al. 2002). In the

North Atlantic, Kamenkovich et al. (2009a) found that

zonal spreading rates are several times larger than the

meridional ones. This study shows that this anisotropy is

more significant in the subtropical than in the subpolar

gyre and that it is caused primarily by the transient

eddies rather than by the time-mean zonal jets

(Maximenko et al. 2005; Berloff et al. 2009, 2011). Such

anisotropic mixing can have potentially important im-

plications for the tracer distribution in the ocean (Armi

and Haidvogel 1982). Finally, in many locations the

spreading rate can be faster or slower than diffusion

(Berloff et al. 2002; Veneziani et al. 2005).

Physical mechanisms of the anisotropic spreading are

unclear. LaCasce and Speer (1999) found that spreading

of particles in idealized barotropic flows is mostly along

the contours of f/H, with water depth H and Coriolis

parameter f. Considerable f/H control on the observed

floats was further reported, and the difference between

the spreadings along and across f/H contours was found

greater than difference between zonal and meridional

spreadings (LaCasce 2000). On the other hand, O’Dwyer

et al. (2000) demonstrated enhanced dispersion of floats

in the direction parallel to the contours of the time-mean

potential vorticity (PV) (these contours are, however,

nearly zonal in the studied location). Another reason

for the anisotropy is that the eddy shapes can be highly

anisotropic (e.g., Huang et al. 2007; Scott et al. 2008;

Berloff et al. 2009), and zonally elongated eddies result in

preferentially zonal eddy-induced transport (Kamenkovich

et al. 2009a). Effects of themean large-scale currents can

also play an important role in anisotropic eddy transport

(Smith 2005; Ferrari and Nikurashin 2010; Rypina et al.

2007a, 2011).

To summarize, quantifying the eddy-induced particle

dispersion is critical not only for understanding the kine-

matic properties of eddies and the importance of eddies in

distributing oceanic tracers, but also for accurate model-

ing of these eddy effects in low-resolution climatemodels.

Recent studies, which employ a diverse set of data, tech-

niques, and numerical models and focus on selected geo-

graphical regions, suggest that this eddy-induced transport

is spatially inhomogeneous, anisotropic, and even non-

diffusive but overall its properties throughout theWorld

Ocean and its underlying physics are poorly understood.

With this as ourmotivation, we have quantified the near-

surface eddy diffusivities and its anisotropic properties

in the whole North Atlantic using two independent ob-

servational datasets, and systematically examined the in-

teractions between the mean advection and eddy-induced

material transport in the region, as well as the contribu-

tions from the annual cycle, interannual, and subannual

variability.

b. Datasets

In this study we describe the systematic analysis of

Lagrangian trajectories from two independent datasets:

trajectories simulated using the near-surface geostrophic

currents estimated from satellite altimetry data and ob-

served trajectories of real surface drifters from theGlobal

Drifter Program (GDP) (http://www.aoml.noaa.gov/

phod/dac/index.php). More specifically, the eddy fields

used in our simulations are based on altimetric sea sur-

face height anomalies [i.e., Maps of Sea Level Anomalies

(MSLA) fields available from http://www.aviso.oceanobs.

com/es/data/products/sea-surface-height-products/global/

msla/index.html] that were converted to velocities using

geostrophic relation, c 5 gh(x, y, z)/f, where c is the ve-

locity streamfunction, g is the gravitational acceleration, f

is the Coriolis parameter, and h is the sea surface height

anomaly. The mean velocities that we used are from the

combined Mean Dynamic Topography (MDT) estimate

(http://www.aviso.oceanobs.com/es/data/products/auxiliary-

products/mdt/index.html). These velocities have resolved

flow features on spatial scales of about 100–200 km and

larger (Chelton et al. 2011). This corresponds to scales of

several local first deformation radii: from about 4Rd1 in

the southern part of the subtropical gyre to more than
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8Rd1 in the northern part of the subpolar gyre. The re-

solved temporal scales are from one week and longer.

As discussed in a companion paper (Kamenkovich et al.

2012, manuscript submitted to J. Phys. Oceanogr.), there

are reasons to expect that eddy-induced transport is dom-

inated by eddies with spatial scales longer than 8Rd1 and

time scales longer than week—this is in accord with our

study (see also Keating et al. 2011). We also investigate

the effects of the Ekman velocities on particle dispersion

by adding to the altimetric fields the Ekman velocities

obtained from National Aeronautics and Space Admin-

istration (NASA)’s Quick Scatterometer (QuikSCAT)

wind stresses.

The paper is organized as follows. In section 2 we in-

troduce single-particle dispersion, which is a useful con-

ventional measure of eddy-induced transport. In section 3

we analyze Lagrangian particles in the simulations without

the time-mean flow component (‘‘eddy-only’’ case), and

investigate the effects of the annual cycle and interannual

variablity on particle dispersion. The effect of the time-

mean currents on the eddy-induced transport is studied in

section 4. A description of different numerical simulations

along with their names, methods and resulting figures is

presented in Table 1. In section 5 we compare the analyses

of simulated Lagrangian trajectories and real drifter tra-

jectories. The influence of the Ekman velocities on the

particles is studied at the end of section 5. The discussion

and concluding remarks follow in section 6.

2. Methodology

We define the zonal and meridional single-particle

dispersions, for an ensemble of N particles released at

the same location at times separated by constant time

interval, as

Dx5
1

N
�
N

n51

[xn(t)2X(t)]2, Dy5
1

N
�
N

n51

[yn(t)2Y(t)]2 ,

(1)

where xn(t), yn(t) are, respectively, the zonal and me-

ridional displacements of particles from their initial

positions andX(t)5 (1/N)�N
1 xn(t),Y(t)5 (1/N)�N

1 yn(t)

are the zonal and meridional displacements of the ‘‘centre

ofmass’’ of the ensemble (Kamenkovich et al. 2009a). The

zonal and meridional spreading rates for the group of

particles are defined as

Kx5
1

2

›Dx

›t
, Ky5

1

2

›Dy

›t
. (2)

In the diffusive spreading regime, dispersions Dx, Dy

grow linearly with time and the corresponding spreading

rates Kx 5 constx and Ky 5 consty are referred to as the

eddy diffusivity coefficients. Alternatively, the eddy

diffusivities can be obtained without explicitly calcu-

lating single-particle dispersions by computing the cor-

relation between the velocity and displacement (Davis

1991; Zhurbas andOh 2004) or by integrating the velocity

autocorrelation function Kx/y 5
Ð t
0 Rx/y(t) dt, where

Rx/y(t)5 hux/y(t)ux/y(t1 t)i (Davis 1991; Sallee et al.

2008;Griesel et al. 2010).Although someof thesemethods

may be more convenient in a particular situation, all

of them are expected to lead to similar results. In par-

ticular, we rely in this study on the direct, single-particle

dispersion-based method of estimating eddy diffusiv-

ities, but the velocity autocorrelation method was shown

to result in nearly the same diffusivity estimates. All

these Lagrangian trajectory-based techniques result in

nonlocal estimates of diffusivity. We will come back to

this issue in the following sections.

Another way of estimating the eddy-induced diffu-

sivity is by using the method of Nakamura (1996),

which has been pioneered for applications to the ocean

by Marshall et al. (2006). The method characterizes

eddy effects by looking at the elongation of tracer

concentration contours, as the tracer is being advected

by the flow field. Effective diffusivity yields an estimate

of the cross-streamline eddy diffusivity, averaged

along the streamlines. Since the effective diffusivity is

TABLE 1. Table describing different numerical simulations and methods used to produce figures.

Run name

(abbreviation) Description Method Figures

Eddy-only (EO) Spreading due to eddies without

mean advection

Analyze spreading of particles in simulations

without the time-mean flow

2, 5–7

Integrated eddy-only (IEO) Spreading due to eddies along

mean trajectories

Integrate eddy-only diffusivities along

mean trajectories

9

Eddy-following-full-trajectory

(EFFT)

Spreading due to eddies along

full trajectories

Calculate full trajectories, at each step

subtract displacement due to the mean,

cumulatively add the residual displacements

together to get pseudotracks, and analyze

spreading of pseudotracks

10–13,

15–16,

18
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a scalar, it is not well suited for applications where dif-

fusivity is anisotropic, that is, varies with directions, and

thus has to be represented as a tensor. This technique

is also fundamentally nonlocal, as it involves averaging

in the along-streamline direction. The effective diffu-

sivity technique has been most commonly applied to the

Southern Ocean. There, the along-stream spreading of

a tracer can be expected to be dominated by the mean

advection rather than the eddy-induced diffusion. Thus,

the use of the effective diffusivity, which characterizes

the average cross-stream diffusivity, can be appropriate

there. In the North Atlantic, however, both the along- and

cross-streamline components of diffusivity are important

in large parts of the region so the effective diffusivity is not

well-suited for this application. In particular, a simple

scaling analysis reveals that the advection term in the

tracer balance scales like UDC/L and diffusion term—

like KDC/(L2), where L and U are the characteristic

length and velocity scales, and DC is the scale for tracer

anomaly. Thus, the advection dominates over diffusion

in the tracer distribution when U � K/L or, equiva-

lently, when the Peclet number Pe 5 UL/K� 1, which,

assuming that the typical values of L andK in the North

Atlantic are on the order of 200 km and 103 to 104 m2

s21, is questionable over large parts of the domain.

Spreading ellipses, angle of maximum spreading, and
anisotropy coefficient

In general time-dependent flows, where particle dis-

persion properties are isotropic and spatially homoge-

neous, a group of N Lagrangian particles disperses

uniformly in all directions and, thus, spreads in a circle.

However, real flows often exhibit anisotropic transport

properties (see section 1a), where particles spread

preferentially in one direction, forming an approximate

ellipse. The orientation and shape of such a spreading

ellipse can be used to quantify the anisotropy of par-

ticle spreading. We denote the angle between the zonal

direction and the direction of the fastest spreading by

f, so the dispersion of particles in the latter direction,

Dt, and in the perpendicular direction, Dn, can be ex-

pressed as

Dt 5Dx cos
2(f)1Dy sin2(f)1Dxy sin(2f), and (3)

Dn 5Dx sin2(f)1Dy cos2(f)2Dxy sin(2f) , (4)

where

Dxy5
1

N
�
N

1

[xn(t)2X(t)][yn(t)2Y(t)] . (5)

IfDx,Dy, andDxy are known, thenf can be estimated by

maximizing (3) with respect to f, that is, by choosing f

at which Dt is the largest:

tan(f)5
Dy2Dx1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(Dy2Dx)

21 4Dxy

q
2Dxy

. (6)

The t and n components of K, as well as the corre-

sponding angle f at which Kt is the largest, are also

given by (3), (4), and (6), but where K is substituted for

D. Alternatively, Kt and Kn can be expressed through

velocity correlations:

Kt 5

ðt
0
dt

�
Rx(t) cos

2(f)1Ry(t) sin
2(f)1 [Rxy(t)1Rxy(2t)]

sin(2f)

2

�
, and (7)

Kn 5

ðt
0
dt

�
Rx(t) sin

2(f)1Ry(t) cos
2(f)2 [Rxy(t)1Rxy(2t)]

sin(2f)

2

�
. (8)

In this paper, we will portray eddy-induced transport

properties using the ‘‘spreading ellipses’’ (single-particle

dispersion ellipses), characterized by the major and

minor axes, a5Dt and b5Dn, respectively, and by the

slope (or inclination angle), f, corresponding to the di-

rection of the fastest spreading. This technique is similar

to that used by O’Dwyer et al. (2000) who reported

dispersion ellipses at a few locations in the North At-

lantic. The ratio RD 5 Dt/Dn is referred to as the an-

isotropy coefficient. The ellipses with a5Kt, b5Kn and

slope f corresponding to the direction in whichKt is the

largest will be referred to as the ‘‘spreading rate ellipses’’

or ‘‘diffusivity ellipses.’’

3. ‘‘Eddy-only’’ (EO) simulations based on
altimetry

We begin our analysis by looking at the spatial in-

homogeneity and anisotropic properties of the eddy

field. The eddies are defined here in the most straight-

forward way, as deviations from the long-term time

mean. A plot of the 16-yr average eddy kinetic energy
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(EKE) together with the corresponding velocity co-

variance ellipses (or EKE ellipses, see Preisendorfer

1988; Morrow et al. 1994; Sallee et al. 2008) are shown in

Fig. 1b. The orientation of the EKE ellipses, defined

through maximizing EKEt 5 hu2i cos2~f1 hy2i sin2~f1
huyi sin2~f with respect to ~f, shows the direction of the

maximum velocity covariance and the ratio between

the major and minor ellipse axes characterizes the an-

isotropy of the eddy field. The ellipses are only mildly

anisotropic throughout most of the North Atlantic with

the domain-averaged anisotropy coefficient ,2. As we

will see below, the eddy-induced material transport is

significantly more anisotropic.

As the first step in analyzing the eddy-induced trans-

port, we estimated the dispersion of simulated particles

advected by the eddy fields only (without the timemean).

For this purpose, the NorthAtlantic domain was divided

into 18 3 18 bins, and in each bin groups of 100 uniformly

distributed particles were released once per month

(from October 1992 until July 2007) and tracked for 1.5

years. According to (1), the resulting particle trajecto-

ries in each bin were used to calculate time-average

Dx, Dy, and Dxy and to estimate the angle of maximum

spreading, f. With f, Dt, and Dn, we then plotted

spreading ellipses for all bins (Fig. 2).

Figure 2 clearly demonstrates that the eddy-induced

particle dispersion is highly anisotropic, and that the

dispersion values and the spatial distribution of both

f and the degree of the anisotropy, RD, are all highly

nonuniform. The largest ellipses are in the western

subtropical gyre and in the Gulf Stream eastward ex-

tension region, between approximately 328 and 428N,

where the EKE is also the largest (Fig. 1). In particular,

the spreading is predominantly zonal in the southern

part of the subtropical gyre and nonzonal in the vicinity

of the intense currents. The spreading ellipses are tilted

by about 1208 in the Gulf Stream extension region and

by about 2608 in the western part of the subpolar gyre.

To alleviate the influence of the boundaries in steering

the particle trajectories, we identified the bins with more

than 40% of all trajectories passing within 100 km from

the coast during 1.5 years (ellipses shown by gray). Note

that in the northwestern subtropical andwestern subpolar

gyres these ellipses are aligned with the coast, suggesting

FIG. 1. (a) Mean circulation corresponding to the mean dynamic

topography; and (b) time-averaged eddy kinetic energy computed

from altimetric sea surface heights (grayscale) and EKE ellipses

(color). Scaling for EKE ellipses is indicated by the red, blue and

green segments and associated numbers next to them.

FIG. 2. Spatial distribution of the eddy-induced eddy-only

spreading ellipses. Ellipses are from the simulated particles ad-

vected by altimetric eddy field. Particles were released once per

month from October 1992 until July 2007 and were tracked for 1.5

years; the spreading ellipses were calculated at the end of 1.5-yr

simulation. Gray color indicates bins where more than 40% of the

trajectories are affected by the boundary. Green curve shows the

mean Gulf Stream core.
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that the anisotropic spreading in these areas may be

partially explained by the influence of the boundaries. The

degree of anisotropy is generally large (RD5Dt/Dn* 3.5)

throughout the subtropical gyre, and it decreases to;1.8

in the subpolar gyre. These values are in a good agree-

ment with an eddy-resolving general circulation model of

the North Atlantic (Kamenkovich et al. 2009a), where

the ratios of zonal tomeridional EO dispersions (Dx/Dy)

at the ocean surface are about 5 and 1.5, respectively, for

the subtropical and subpolar gyres. Note also that these

spreading ellipses are significantly different from the

EKE ellipses reported in Fig. 1b.

The spreading ellipses presented in Fig. 2 are spatially

nonlocal in the sense that the spreading of particles from

each bin is affected by the eddy field in amuch larger than

this bin area. In other words, as initially nearby particles

spread apart, the spreading ellipses become larger and

begin to overlap with each other. To account for this ef-

fect, the effective ‘‘mean’’ spreading ellipse for each bin

can be obtained by averaging over all ellipses that cover

this bin. By computing Dt,n and f for the ‘‘mean’’ el-

lipses (averaged over all of the overlapping ellipses), we

found that this averaging effectively removes some

spatial variability from the spreading estimates. Despite

this smoothing effect, the ‘‘mean’’ spreading ellipses

(not shown) are very similar to the original ones (Fig. 2),

therefore, in the rest of the analysis, this averaging is not

used.

In our definition of the eddy field that we used to

produce Figs. 1 and 2, the eddy field includes the cli-

matological annual cycle, as well as deviations from the

climatology on the time scales of shorter (subannual),

and longer (interannual) than one year. We now inves-

tigate the contribution of the annual cycle and the inter-

annual variability on both the EKE ellipses and particle

spreading. For this purpose, we have carried out simula-

tions with eddy velocities from which we removed 1) the

annual cycle, and 2) the annual cycle and the interannual

variability (to filter out the interannual variability we high-

passed the eddy velocities using the Chebyshev window

with the cut-off period of 420 days). The results are

shown in Fig. 3 for the EKE ellipses and in Fig. 4 for the

spreading ellipses. Both figures suggest that the effect of

the annual cycle is very small and its removal does not

lead to any significant changes in either the EKE ellipses

or the spreading ellipses. Removal of the interannual

variability causes a more interesting effect: local EKE

decreases by about 8%–30% throughout the domain

with the exception of one area in the eastern North

Atlantic, where much larger EKE decrease, up to 70%,

is seen (see Fig. 3b for the details of the spatial distri-

bution of EKEunfiltered/EKEfiltered). The changes in the

EKE anisotropy coefficient caused by the removal of

interannual variability are presented in Fig. 3c, where

we show the ratio of the unfiltered to filtered EKE an-

isotropy coefficients.With the removal of the interannual

variability, the anisotropy coefficient stays largely un-

changed with the small increase in the southeastern

North Atlantic, and the decrease in the northeast and in

the vicinity of the western boundary currents. The EO

spreading ellipses also change when we remove the in-

terannual variability (Fig. 3), but the pattern here is dif-

ferent from the changes in EKE. The ellipses stay largely

unchanged in the general area of the Gulf Stream and its

extension, but become smaller and more isotropic in the

southern North Atlantic and in the western subpolar re-

gion. Interestingly, the area of the largest EKE changes

centered around 258Wand 458N inFig. 3b is not observed

in Fig. 4b. Three conclusions can be drawn from this

analysis. First, the influence of the climatological annual

cycle is negligible. Second, the structure of the single-

particle spreading ellipses is drastically different, and

thus cannot be directly inferred, from the EKE ellipses.

And third, even after the removal of the annual cycle and

interannual variability, the spreading ellipses are still

strongly anisotropic, suggesting that the anisotropy is

primarily caused by mesoscale eddies. In the remainder

of the paper, we will be analyzing spreading by un-

filtered velocities.

How diffusive is the spreading? Before answering this

question, let us clarify our subsequent use of terms

‘‘subdiffusive/superdiffusive’’ behavior. Although this

terminology is widely used in the literature (see, for ex-

ample, Berloff et al. 2002 and references therein), the

meaning of these terms can be different for flows that are

locally (in the Eulerian sense) nondiffusive and flows that

are nondiffusive in the Lagrangian sense. Since the single-

particle dispersion D and the corresponding diffusivity

K characterize the spread of an ensemble of particles away

from their launch position, bothD andK areLagrangian in

nature and thus intrinsically nonlocal. Thus, we can only

say that the Lagrangian particle spreading is subdiffusive/

superdiffusive, that is, the growth ofD(t) in time is slower

or faster than linear, but this does not necessarily mean

that the process is locally nondiffusive. For instance, if

the eddy field is strongly spatially inhomogeneous, the

growth ofD(t) in time can be significantly different from

linear even if the eddy field is purely diffusive locally in

the Eulerian sense. We will illustrate this point on a

particular example later in this section.

That said, the temporal analysis of the dispersion re-

gimes is presented in Fig. 5. The diffusive regime cor-

responds to the linear growth of dispersion with time,

and this behavior shows up on a log–log plot as a line

with the slope of unity. Deviation of the slope from unity

then quantifies how nondiffusive the spreading is. For
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example, values larger and smaller than unity correspond

to super and subdiffusive regimes, respectively. Note that

the nature of spreading changes with time (Fig. 5), and

the characterization of the regime as diffusive, sub- or

superdiffusive should be done after sufficient time has

passed since the particle deployment. For example, con-

sider an idealized case of an ensemble of particles that

were released simultaneously very close to each other.

Subsequent spreading of the particles will go through

several stages.

FIG. 3. (a) EKE ellipses for the unfiltered eddy field (largest ellipses), eddy field with removed annual cycle

(intermediate ellipses), and eddy field with removed annual cycle and interannual variability (smallest ellipses).

Colors as in Fig. 1b. (b) Ratio of the unfiltered and filtered (without annual cycle and interannual variability) EKE.

(c) Ratio of the unfiltered and filtered EKE anisotropy coefficient.
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At very short times, compared to the characteristic

Eulerian time scale of the eddy field (i.e., the decorrela-

tion time of the velocity at a fixed location), velocity of the

particles experiences small changes, therefore, the

resulting dispersion grows quadratically with time (D} t2)

and the corresponding regime is called ballistic. This is

indeed the regime observed on short (order of a few

days) time scales in Fig. 5. This is roughly consistent with

earlier estimates at midlatitudes (Krauss and Boning

1987; Garraffo et al. 2001) and inNordic Seas (Andersson

et al. 2011). At later stages, when the particles spread

further apart from each other, each particle samples

many different eddies, and particle trajectories start to

resemble random walks. At these times, the dispersion

FIG. 4. (a) EO spreading ellipses for the unfiltered eddy field (black), eddy field with removed annual cycle (blue),

and eddy field with removed annual cycle and interannual variability (red). (b) Ratio of the unfiltered and filtered

(without annual cycle and interannual variability) Dt. (c) (Dt /Dn)unfiltered/(Dt /Dn)filtered, i.e., ratio of the unfiltered

and filtered anisotropy coefficient.
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will reach the diffusive regime (D } t) if the Lagrangian

velocity decorrelation is complete. We estimated the

time required to reach the asymptotic diffusion regime

directly from the dispersion curves in Fig. 5 and found

that throughout the entire North Atlantic, D starts to

grow approximately linearly with time after about half

a year. Alternatively, the decorrelation time-scale could

be defined as the e-folding time of the autocorrelation

velocity function (order of a few days in our case), or as

the ratio between diffusivity and the velocity variance

(as in Vallis 2006) [O(10) days in our case]. Whether the

different definitions agree depends on the shape of the

velocity autocorrelation. If, for example, the velocity au-

tocorrelation function exhibits the exponential behavior,

its integral asymptotes to a constant diffusivity over sev-

eral e-folding times. But if, as in our case, the autocor-

relation exhibits significant negative lobes and other

deviations from the exponential decay, the asymptotic

diffusive regime may occur at much longer timelags. A

similar effect, that is, a connection between the existence

of the negative lobes in the velocity autocorrelation and

the slow approach to the asymptotic diffusive regime,

was recently reported by Klocker et al. (2012a,b). Von

Kameke et al. (2011) also observed, in a qualitative

agreement with our results, a long delay in the approach

to diffusion in a laboratory study of a fluid flow forced by

Faraday waves. The relatively long time scale required

to reach the diffusive regime in our study is generally

consistent with the dominance of eddies with spatial

scales on the order of or longer than 200 km. If the

spreading rateK is taken to be on the order of or smaller

than 104 m2 s21 and the eddy spatial scale L—on the or-

der of or larger than 200 km, one can estimate the particle

spreading velocity as K/L which would be on the order

of or smaller than 0.05 m s21. The time required for

particles to move over a distance L is then longer than

1.5 months. If one assumes that, in order to resemble a

random walk, particles should sample several eddies, one

would get, in a qualitative agreement with Fig. 5, a time

scale on the order of or longer than several months, at

which a transition to the diffusive regime should occur.

More quantitative analysis of the dispersion curves

reveals significant deviations from the diffusive regime

even on scales longer than half a year. Such deviations are

possible if long-time Lagrangian velocity correlations are

still present in the flow. To quantify these deviations, we

FIG. 5. Plot ofDt (red) andDn (black) as a function of time for different parts of theNorthAtlantic for theEO case.

To produce each subplot, 100 particles were repeatedly released in a 18 3 18 bin once per month from October 1992

until July 2007 and were tracked for 1.5 years. Positions of square centers corresponding to each subplot are shown by

black dots on the map in the upper left corner. For comparison, diffusive regime (D } t) is shown by blue lines.
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fitted tat/n curve to each dispersion curve Dt/n(t) from 0.5

to 1.5 yr and then plotted the single-particle dispersion

exponent, at/n, for all 18 3 18 bins (Fig. 6, top). The two

upper subplots of Fig. 6 reveal that the Gulf Stream ex-

tension region is characterized by subdiffusive regime

(a , 1), whereas the subpolar region—by superdiffusive

(a . 1) regime in both Dt and Dn. The central and

eastern subtropical gyre shows superdiffusive behavior

in Dt and slightly subdiffusive behavior in Dn. This

pattern is in qualitative agreement with Berloff et al.

(2002), who carried out similar analysis of an idealized

numerical model of the wind-driven ocean gyres, and with

Kamenkovich et al. (2009a), who analyzed a comprehen-

sive general circulation model. The deviation from the

diffusive regime, quantified by at and an, is related to the

time-averaged tail (from 0.5 to 1.5 yr) of the ensemble-

averaged Lagrangian velocity autocorrelation, which is

shown in the two lower panels of Fig. 6: the subdiffusive

regime corresponds to the negative time-mean, whereas

the superdiffusive regime—to the positive time mean.

One explanation of the subdiffusive behavior of La-

grangian particles in the Gulf Stream region could be

that when particles disperse from a region with high

EKE (and high local values of diffusivity) into neigh-

boring regions with lower EKE (and lower local diffu-

sivity), the spreading rate can be expected to decrease

with time, leading to a subdiffusive spreading regime in

the Lagrangian sense. Denoting the characteristic veloc-

ity at which an ensemble of particles is being dispersed

in the, for example, x-direction by U, the connection

between the Lagrangian estimate of diffusivity KL and

theEulerian local diffusivityKE(x) can bewritten as dKL/

dt5UdKE/dx leading to dKL/dt, 0 whenUdKE/dx, 0.

Note that the Lagrangian spreading can be subdiffusive

even if the local Eulerian diffusivities are constant in

time. This effect can be expected to bemore pronounced

for the Dn, because in the Gulf Stream region the EKE

ellipses are aligned with the Gulf Stream, so that the

EKE gradient is the largest in the n direction. Another

explanation could be that the particles are trapped for

long times by coherent eddies (Berloff et al. 2002). It

is also interesting to note that the super/subdiffusive

regime of Dt and Dn in the interior of the subtropical

gyre is qualitatively consistent with the presence of

the ‘‘latent’’ zonal jets (Maximenko et al. 2005; Berloff

et al. 2009, 2011; Kamenkovich et al. 2009a,b) that

FIG. 6. Eddy-only dispersion exponents, at and an, (top left) along and (top right) across the direction of maximum

spreading and the corresponding time-averaged tail (from 0.5 to 1.5 yr) of the ensemble-averaged Lagrangian ve-

locity autocorrelation (bottom left) along and (bottom right) across the direction of maximum spreading. Black

dashed curve is the Gulf Stream core.
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enhance/inhibit the zonal/meridional spreading rates.

Although the stationary jets are best seen in the mean

zonal velocities averaged over decade(s), they are also

present in anomalies averaged over several months

(Maximenko et al. 2005).

Despite noticeable local deviations of the spreading

from the diffusive regime, spreading rates can still be

approximated by fitted time-average diffusivities, which

can be used to guide development of diffusion-based

parameterizations for non-eddy-resolving models. We

estimated the approximate diffusivities along and across

the direction of maximum spreading, Kt 5 (1/2)dDt/dt

andKn 5 (1/2)dDn/dt, respectively, with time derivatives

estimated using the best-square linear fits to Dt(t) and

Dn(t) over the last year. These ‘‘approximate diffusivity’’

estimates are shown in Fig. 7 in the form of diffusivity

ellipses, with slope f and the major andminor axes equal

to Kt and Kn, respectively. As a consistency check, we

recomputed diffusivities using integrated velocity cor-

relation method (not shown) and found very similar

results.

4. ‘‘Integrated-eddy-only’’ (IEO) and ‘‘eddy-
following-full-trajectory’’ (EFFT) simulations
based on altimetry

The analysis in the previous section ignored the in-

fluence of the mean velocity, whose effects on the mate-

rial transport can be significant (Young and Jones 1991;

Smith 2005; Ferrari and Nikurashin 2010; Rypina et al.

2007a, 2011). Even in the complete absence of eddies,

the shear and strain of a mean flow will cause neigh-

boring trajectories to separate from each other. In pure

shear flow the rate of separation is linear in time; in

a flowwith pure strain the separation can be exponential

with time. Estimates of eddy dispersion must take care

to subtract out these effects. For instance, if the diffu-

sivities in (2) are estimated from the ‘‘full’’ particle

trajectories (particles advected by the full flow), the re-

sulting values represent a combined dispersion by the

mean currents and eddies and thus cannot be used for

parameterizing the eddy-induced transfer (which should

only represent eddies, not the mean flow). On the other

hand, the EO calculation, where the mean is completely

removed at the outset, ignores the fact that in the full

flow a particle is carried through the eddy field in dif-

ferent geographical regions and is moving faster through

some parts of the eddy field and slower through the

others compared to the EO case. Thus, the transport

properties of the eddy field in the presence of the mean

advection, that is, from the point of view of a particle

advected by the full flow, can differ from the properties

of the same eddy field in the EO sense. The goal of this

section is to investigate this effect, and we use two ways

to achieve this. The first one, which we refer to as the

‘‘integrated-eddy-only’’ or IEO method, accounts for

the variations of diffusivity encountered as one moves

through regions of different local diffusivity along amean

trajectory, but assumes that local diffusivities are the

same as in the EO case. The second method, which we

refer to as the ‘‘eddy-following-full-trajectory’’ or EFFT

method, accounts both for the advection to different

geographical regions and for the changes in local eddy

diffusivities. In the EFFT calculation, the mean dis-

placement is subtracted from the total displacement

over each time step. This removes the effects of mean

shear and strain in a continuous manner, leaving a dis-

persion due only to eddies. Both methods are explained

in more detail below.

Consider a flow consisting of the mean and eddying

components, where the mean component is known, but

the eddying component is not. Our objective is to quan-

tify the diffusive effects of the eddying component. This

task is highly relevant to the parameterization of tran-

sient eddies in low-resolution models that severely un-

derestimate variability in the flow, but reproduce the

mean currents fairly well. The mean currents will carry

particles (or a tracer patch) through regions with dif-

ferent local diffusivities, and a simple way to account for

the resulting particle dispersion is to integrate the local

EO dispersion rates along the mean trajectory (xtr(t),

ytr(t)) as follows:

FIG. 7. Eddy-only spreading rate (or diffusivity) ellipses. Parti-

cles were released once per month from October 1992 until July

2007 and tracked for 1.5 years. Diffusivity values we estimated over

the last year of integration. Gray color indicates bins where more

than 40% of the trajecties are affected by the boundary. Green

curve shows the mean Gulf Stream core.
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D5 2

ðt
end

t
st

K[xtr(t), ytr(t)]dt . (9)

We will refer to this situation as the ‘‘integrated-eddy-

only’’ or IEO case, which is short for ‘‘integrating-eddy-

only-diffusivities-following-mean-trajectories.’’ In the IEO

analysis (Fig. 8), the effects of the mean advection are

clearly seen in locations, from where particles are ad-

vected into regions with different diffusivities. This ef-

fect is most pronounced for trajectories that originate

around and slightly north of the mean Gulf Stream path

(characterized by large values of K) and then cross into

the western subpolar region (characterized by small

values of K). There, the IEO ellipses (blue) differ sub-

stantially from the corresponding EO (black) ellipses. In

regions where trajectories are not advected far or where

diffusivities are more homogeneous, the EO and IEO

ellipses are similar to each other.

The above analysis makes assumption that the EO es-

timates ofK are accurate, and the only effect of the mean

advection is to integrate K along the mean-flow trajec-

tories. However, full-flow trajectories will differ from the

mean-flow trajectories and, as discussed above, in addi-

tion to being advected into different geographical regions,

the particles will experience the eddy field in a different

manner compared to the EO case. To investigate these

effects, we calculated the ‘‘eddy-following-full-trajectory’’

(or EFFT) spreading ellipses (Fig. 9), which characterize

the cumulative effect of the eddy field that the particle

experiences as it moves through the full flow. To extract

the eddy-induced dispersion from the full-flow disper-

sion, on each time step, we corrected for the mean ad-

vection by subtracting the displacement due to the mean

field from the total displacement following the trajec-

tory. The resulting eddy-induced displacement vectors

are then cumulatively added together. The resulting

‘‘pseudo-trajectory’’ due to the eddy field is then ana-

lyzed in the same way as the EO trajectories (section 3).

We estimate the dispersion, Dx/y/xy, and the spreading

rate,Kx/y/xy, using (1), (2), and (5), and then calculate the

angle of maximum spreading, f, thus obtaining the

EFFT spreading ellipses. In areas where the mean cir-

culation is much weaker than the eddy field, the EFFT

and the EO dispersions are expected to be similar. In

contrast, where the mean and eddy fields become com-

parable in magnitude, the structure of the EFFT ellipses

depends on the details of the flow, and can be sub-

stantially different from the EO case.

FIG. 8. Spreading ellipses for the integrated-eddy-only case (in blue), computed by integrating

the eddy-only diffusivities (Fig. 7) along the mean trajectories. For comparison, the eddy-only

ellipses are shown in black (same as in Fig. 2). Areas from where the mean trajectories venture

outside of our domain are left blank. Green curve shows the mean Gulf Stream core.
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Regardless of how the effects of the mean advection

are accounted for, in the presence of the mean circula-

tion the eddy-induced transport remains highly aniso-

tropic with the spatially averaged anisotropy coefficient

Dt/Dn ;5 for the subtropical and ;2.5 for the subpolar

gyre (Fig. 9). However, the effects of themean advection

are substantial in several regions. The most noticeable

difference between the EFFT and EO ellipses is in the

western North Atlantic over the Georges Banks, where

the mean and eddy fields are both strong and similar in

magnitude. In this region, the EFFT ellipses (Fig. 9) are

much larger than the EO ellipses (Fig. 2), and the former

spreading is more anisotropic. This difference can be at-

tributed to the fact that, in theEO simulations, the particle

trajectories tend to disperse away from regions with

stronger eddies, whereas in the EFFT case, the mean cir-

culation ‘‘keeps’’ trajectories in these regions for longer

time, thus, resulting in larger dispersion values. Through-

out the rest of the subtropical gyre, the magnitudes and

shapes of the ellipses in the EO and EFFT cases are sim-

ilar. The tilts of the ellipses in the two cases are particularly

close to each other in the western part of the subtropical

gyre, but are noticeably different further to the east.

There, the EO ellipses are nearly zonal but the EFFT el-

lipses have slightly negative tilts. Note also, that a signifi-

cantly larger portion of the floats is affected by the coast

in the EFFT case than in the EO simulation, because of

the larger float displacements and longer float trajectories.

Like in the EO case, the EFFT dispersion (Fig. 10) is

initially superdiffusive, and it becomes more diffusive on

time scales longer than about half a year. The spatial

structures of the EFFT at and an and the associated La-

grangian velocity autocorrelation functions are shown

in Fig. 11. As in the EO case, the Gulf Stream extension

region is characterized by the subdiffusive regime, the sub-

polar gyre by the superdiffusive regime, and the subtropical

gyre by the super/subdiffusion in Dt/Dn, respectively. The

major difference is near boundaries in the northwestern

part of the domain, where the EFFT dispersion exponents

are larger than the EO values. The deviations from the

diffusive regime are also well correlated with the anom-

alies of the Lagrangian autocorrelation functions. De-

spite the deviations from the diffusive regime, we have

converted the EFFT dispersion into the diffusivities using

FIG. 9. Spreading ellipses for the eddy-following-full-trajectory case. Particles were released

once per month from October 1992 until July 2007 and tracked for 1.5 years using altimetric

velocities; the spreading ellipses were calculated at the end of 1.5 years. Gray color corresponds

to bins where more than 40% of the trajecties are affected by the boundary. For comparison, the

black and gray eddy-following-full-trajectory ellipses are superimposed on the blue and cyan

eddy-only ellipses (same as the black and gray ellipses, respectively, in Fig. 2). Green curve shows

the mean Gulf Stream core.
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Eq. (2), and the resulting EFFT diffusivity ellipses are

shown in Fig. 12.

We shall conclude by saying that, since the mean ad-

vection can significantly alter eddy diffusivities, it is pre-

cisely these altered diffusivities that one would need to

use inmodels to parameterize the effects of eddies in non-

eddy-resolving simulations. We believe that the EFFT

estimates ofKt andKn are arguablymore relevant for this

task than the EO estimates. This is further supported by

our analysis of the particle dispersion in an idealized jet

(see appendix). However, this issue needs to be thor-

oughly tested in simulations with tracer (dye) releases

before one could say with certainty whether either the

EFFT or EO estimates give realistic tracer distributions.

5. Analysis of drifter trajectories

a. Drifter-based spreading ellipses

To compare the results obtained from simulated La-

grangian particles against real oceanic drifters, we carried

out dispersion analysis of the satellite-tracked surface-

drifting buoy trajectories from the Global Drifter Pro-

gram (GDP) (http://www.aoml.noaa.gov/phod/dac/index.

php). Note that, unlike simulated trajectories in the pre-

vious sections, these trajectories are due to both geo-

strophic and ageostrophic velocities and include all spatial

scales. Since GDP drifters are advected by the real ve-

locity field that includes both themean circulation and the

eddies, it is extremely difficult to use their trajectories to

estimate EO spreading ellipses, but it is possible to use

these trajectories for estimating the EFFT ellipses. The

mean field used in this calculation (shown in Fig. 13), was

estimated by binning velocities of the GDP drifters into

18 3 18 bins and by averaging them over the observation

time interval. Note that this technique is based entirely

on the GDP dataset. A downside is in possible sampling

biases in our estimates of the mean velocities, due to

insufficient number and uneven distribution of the

drifters in time and space.

Although the GDP dataset includes ;4000 trajecto-

ries (or continuous segments of trajectories) in the

NorthAtlantic, from 1972 to 2009, it is still insufficient to

match the statistics used in sections 3 and 4, and to group

trajectories into 18 3 18 bins according to their de-

ployment locations. It is possible, however, to calculate

the spreading ellipses by computing dispersion values

for fans of trajectory segments that come out of each bin.

In other words, we combine segments of trajectories that

pass through a given bin from the time of exit and for-

ward. To improve the statistics, we also add trajectory

segments from the time of exit from the bin and back-

ward in time, that is, we add a fan of trajectory segments

FIG. 10. As in Fig. 5, but for the eddy-following-full-trajectory simulations.
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that enter the bin. Finally, since trajectory segments are of

different length, it is not possible to carry out analysis over

the same time-interval in all the bins (as in Fig. 12), there-

fore we used different time intervals for different bins, and

bins containing less than 50 trajectory segments were not

considered. Because of these limitations, the GDP-based

dispersion estimates should be considered with caution

(rather than assumed to be the ‘‘ground truth’’).

Several aspects of the EFFT ellipses from the GDP

dataset (Fig. 14) are qualitatively similar to those of the

altimetry-based ellipses (Fig. 12). First, both sets of el-

lipses are highly anisotropic (with the domain-averaged

anisotropy coefficient RK ; 3.1 for the GDP case).

Second, both sets of ellipses are predominantly zonal in

the central subtropical gyre, with slightly positive tilt in

the Gulf Stream region and its eastward extension. Third,

the fitted diffusivity values have maximum in the western

part of the North Atlantic over the Georges Banks (al-

though the GDP estimates in this region are about twice

smaller). The ranges of the GDP-based diffusivity esti-

mates are (0.1#Kt # 3.4)3 104 m2 s21 and (0.05#Kn#

1) 3 104 m2 s21 with hKtimean 5 1.3 3 104 m2 s21 and

hKnimean 5 0.4 3 104 m2 s21, where h�imean denotes the

domain-averaged value. The corresponding altimetry-

based estimates are (0.06 # Kt # 12) 3 104 m2 s21 and

(0.02 # Kn # 0.5) 3 104 m2 s21 with hKtimean 5 0.8 3
104 m2 s21 and hKnimean 5 0.2 3 104 m2 s21. The

quantitative agreement between theGDP and altimetric

estimates is the best in the western subtropical gyre

south of the Gulf Stream, where the GDP data coverage

is also very good. However, several regions exhibit no-

ticeable differences between two estimates. First, there is

a mismatch between the ellipse tilts in the southeastern

North Atlantic, where tilts are positive for the GDP

drifters but negative for the simulated drifters. This dif-

ference may be partially due to the local bias in the esti-

mated mean circulation: the GDP-based mean velocities

are stronger than the altimetric mean velocities. Note that

this region generally has poor GDP data coverage and is

adjacent to the part of the domain with particularly low

data coverage (shown by blank in the figure). Note also

that some of the GDP data in this area date back before

1992, but the altimetric estimates are for 1992–2009, so any

possible differences in the mean circulation and eddy sta-

tistics before and after 1992 might contribute to the dif-

ference between drifter-based and altimetric estimates.

The second main difference between Figs. 14 and 12 is in

slightly largermean diffusivity values for theGDPcase, and

this is more so in the subpolar rather than subtropical re-

gion.Apossible explanation is insufficient spatial resolution

FIG. 11. As in Fig. 6, but for the eddy-following-full-trajectory simulations.
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of the altimetric velocity fields, that is more pronounced in

the subpolar region characterized by smaller eddies (due to

a smaller first Rossby radius of deformation). Simulations

of idealized geostrophic turbulence (Kamenkovich et al.

2012, manuscript submitted to J. Phys. Oceanogr.) suggest

that underresolved velocity (with spatial grid resolution

coarser than 16 first Rossby deformation radii) results in

substantial (more than 25%) decrease of both the eddy

diffusivity and the anisotropy coefficient. These resolu-

tion dependencies, however, are to be evaluated in more

realistic flow simulations.

The GDP dispersion exponents, at and an (Fig. 15) are

in good agreement with the EFFT results: theGulf Stream

FIG. 12. As in Fig. 7, but for the eddy-following-full-trajectory simulations. For comparison,

the eddy-only diffusivity ellipses are shown in blue and cyan. Green curve shows the mean

Gulf Stream core.

FIG. 13. Mean drifter-based circulation in the North Atlantic.

FIG. 14. Eddy-following-full-trajectory diffusivity ellipses found from

the GDP dataset. Green curve shows the mean Gulf Stream core.
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extension contains the subdiffusive regime for bothDn and

Dt; the subpolar region contains the superdiffusive regime

in bothDn andDt; and the southern subtropical region has

highly superdiffusive behavior in Dt and slightly super-

diffusive behavior inDn. The spreading regime forDt in

the latter region is arguably closer to being ballistic (}t2)
rather than diffusive (}t), suggesting that the local bias in
the GDP mean circulation estimate may be significant.

Another factor, possibly leading to larger dispersion

exponents in this area, is a relatively small time interval

used for the diffusivity estimates. Overall, despite some

regional differences, there is qualitative agreement be-

tween the GDP and altimetric results.

b. Influence of the Ekman velocity

Another possible source of discrepancy between the

GDP and altimetric results is the absence of the near-

surface ageostrophic velocities, including Ekman veloci-

ties, in the latter but their presence in the former dataset.

We explored the influence of the Ekman velocities by

adding them to the altimetric velocities and recomputing

the spreading rate ellipses. TheEkmanvelocity (Uek,Vek)

used in our calculations was estimated using NASA’s

Quick Scatterometer (QuikSCAT) wind stresses and

the Ralph and Niiler (Ralph and Niiler 1999) formula,

uek1 iyek5
be2iuffiffiffiffiffi

fr
p tx1 ityffiffiffiffiffiffijtjp , (10)

where t is the wind stress at 10 mheight, r5 1027 kg m23

is the water density, f is the Coriolis parameter, u 5
558 is the rotation angle of the Ekman current, and b 5
0.065 s21/2 is dimensional constant. The resulting mean

and the standard-deviation values of the Ekman velocities

are shown in Fig. 16.

The comparison between either the standard (‘‘no-

Ekman’’) or the Ekman-inclusive cases and the GDP

case (Fig. 17) suggests that the Ekman-inclusive ellipses

are slightly more zonal and isotropic than the standard

ellipses. The basin-average values for the Ekman-inclusive

case are hKtimean5 0.73 104 m2 s21 and hKnimean5 0.353
104 m2 s21. The largest differences between the Ekman-

inclusive and standard cases are seen in the northwest-

ern corner of the subtropical gyre, in-shore from the

Gulf Stream extension current. There, with the inclusion

of the Ekman velocities, the ellipses are smaller, less

anisotropic, and more zonal. In this region, the main

effect of the Ekman velocities is additional mostly me-

ridional advection, which moves particles across the

Gulf Stream axis. This effect reduces the impact of an-

isotropic, along-stream eddy spreading. Also, the Ek-

man velocities result in the increase of the diffusivity

values in the subpolar gyre, which is also characterized

by meridional Ekman advection. There, it is plausible

that the Ekman advection enhances otherwise sluggish

dispersion by moving particles over a larger area of

strongly meridionally sheared flow, and causing the ef-

fect similar to shear dispersion (Young and Jones 1991).

The Ekman-inclusive estimates are still smaller than the

GDP ones, especially in the subpolar gyre and in the

eastern part of the subtropical gyre. Our hypothesis is

that these differences are caused by the insufficient

spatial resolution of the altimetric velocities rather than

by the ageostrophic component of the flow. Note, how-

ever, that we cannot examine the importance of sub-

mesoscale currents, which can be potentially important.

6. Discussion and conclusions

This study examines the spatial distribution and an-

isotropic properties of the near-surface dispersion of

FIG. 15. Dispersion exponents, at and an, along and across the direction of maximum spreading (left and right,

respectively), computed from the GDP dataset. Bins with less than 50 trajectories are masked by black.
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particles by transient eddies in the North Atlantic, as

estimated from two independent datasets of Lagrangian

trajectories: one simulated from the sea surface height

altimetry and another one derived from the drifters. Our

altimetry-based analysis focuses on intermediate-scale

(.150 km) geostrophic component of the flow, which is

resolved by the altimetry. Studies of Kamenkovich et al.

(2012, manuscript submitted to J. Phys. Oceanogr.) and

Keating et al. (2011) suggest that eddies on these scales

play the dominant role in the particle dispersion by geo-

strophic currents. The results of our study are presented in

terms of the ‘‘spreading ellipses’’—a convenient way of

portraying properties of the particle dispersion. The tilt of

the ellipse and the ratio between the major and minor axes

show the preferred direction and the degree of anisotropy

of particle spreading. The results consistently demonstrate

strongly anisotropic material transport. In its most straight-

forward definition, the term ‘‘eddy field’’ refers to all

deviations from the long-termmean flow and includes the

climatological annual cycle, interannual variability, and

subannual (scales shorter than one year) variations. We

have investigated the contribution of the annual cycle and

interannual variability on both theEulerian structure of the

eddy field (i.e., on theEKEellipses) and on the Lagrangian

particle spreading. Three conclusions were drawn from this

analysis. First, the influence of the annual cycle was found

negligible. Second, the structure of the spreading ellipses

was found significantly different, and thus cannot be in-

ferred directly, from the EKE ellipses. And third, even

after the removal of the annual cycle and interannual

variability, the spreading ellipses are still anisotropic,

suggesting that the subannual variability alone was still

causing anisotropy.

We found significant spatial inhomogeneity and strong

anisotropy of the particle dispersion. Spreading ellipses are

larger and more anisotropic in the subtropical than in the

subpolar gyre, in agreement with previous model-based

estimates by Kamenkovich et al. (2009a). Ellipses are ap-

proximately zonal in most of the domain, with the excep-

tion of the northwestern subtropical gyre and the vicinity of

the Gulf Stream eastward extension, where the ellipses

nearly align with the current axis. The spreading rates are

also the largest over there, consistent with the local maxi-

mumof the eddykinetic energy. These properties are found

in both datasets, despite some regional differences in the

local spreading rates.Our study suggests that this significant

anisotropy is a fundamental property of oceanic flows.

The character of the particle spreading changes with

time. Ballistic spreading is observed on short, order of

a few days, time-scales, which is consistent with the

e-folding time of the Lagrangian velocity autocorrelation

function. The integral Lagrangian time-scale, defined as

a ratio between the diffusivity and the velocity variance, is

slightly longer [O(10) days]. The time required to reach

the diffusive regime is, however, much longer [O(100)

days] due to the significant deviations of the velocity

autocorrelation function from the exponential shape.

The mean currents can significantly influence the ef-

fective eddy-induced particle spreading by moving par-

ticles to different geographical regions and by altering

the manner in which the particles sample the eddy field.

For example, in the presence of the mean currents, the

particle can spend longer time in some regions and shorter

time in the others compared to the no-mean case. We

examined two ways to account for this effect. In one

method, referred to as the ‘‘integrated-eddy-only’’ or IEO

approach, the particle spreading is calculated by in-

tegrating local EO dispersion rates following the mean

trajectory. In the second approach, referred to as the

‘‘eddy-following-full-trajectory’’ or EFFT case, we iso-

late the contribution of the eddy field following full

FIG. 16. (a) Time-averaged Ekman velocity. (b) Square root of the

time-averaged Ekman perturbation velocity squared.
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(mean plus eddy-driven) trajectories by subtracting the

mean displacement from the full displacement at each

time step following each trajectory, and then estimate

the dispersion of the ‘‘pseudo-trajectories’’ constructed

as a cumulative sum of the eddy-induced displacements.

The resulting eddy-induced particle spreading is differ-

ent in the two cases in many parts of the domain, most

notably, in the northwestern subtropical gyre in the vi-

cinity of the Gulf Stream extension, suggesting that

diffusivity is sensitive to how these effects of the mean

advection are accounted for.

Processes defining the preferred direction and degree

of anisotropy of the eddy-induced particle spreading

remain unclear. One plausible explanation is that the

spreading takes place primarily along mean potential

vorticity (PV) contours (O’Dwyer et al. 2000). We were

not able to confirm this hypothesis from our analysis.

Although the eddy-induced spreading ellipses tend to

align with the mean PV contours in the northwestern

part of the subtropical gyre, in the eastern part of

the domain they cross the PV contours, resulting in the

overall poor correlation between the orientations of

the mean PV contours and the direction of spreading

ellipses (Fig. 18) (mean PV contours from several depth

levels and isopycnal surfaces yielded to a similar result.)

The RMS of the difference between their orientations is

between 258 and 608. Poor correlation was also found

between the orientations of the ellipses and contours of

f/H with water depth H and Coriolis parameter f. This

suggests importance of factors other than the local mean

PV structure in explaining the preferred direction of the

eddy-induced particle dispersion. The nonlocal nature

of our estimates, however, may complicate this issue.

Additionally, the correlation of the particle dispersion

with the oscillating PV contours can potentially be dif-

ferent from the correlation with the mean PV contours.

We leave this kind of analysis for the future.

How can the diffusive model be used to represent the

eddy-induced spreading in non-eddy-resolving simula-

tions? Since neutrally-buoyant particles represent a pas-

sive tracer, the Lagrangian particle dispersion is often

used to guide diffusion-based parameterization of the

eddy-induced tracer fluxes. The eddy-induced particle

spreading is strongly affected by the mean currents and

these effects need to be accounted for in parameteriza-

tion of eddy transports. Because of this, we think that the

EFFT diffusivity estimates, which characterize the eddy-

induced particle spreading in the presence of the mean

currents, are better suited for this purpose than the EO

estimates (see also the appendix). However, the utility

of the EFFT diffusivities for parameterizing eddy effects

in non-eddy-resolving models needs to be tested further

FIG. 17. Ekman-exclusive (blue), Ekman-inclusive (red) and GDP (gray) spreading ellipses.

Green curve shows the mean Gulf Stream core.
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to see whether EFFT diffusivities can indeed replace

eddy advection. Some of the caveats associated with the

EFFT estimates are due to spatial nonlocality, and the

not exactly diffusive character of the spreading. To make

more local estimates, diffusivities should be estimated

while the particles are still close to each other and the

spreading is induced by the local eddy field. However,

on longer times that are required for reaching the dif-

fusive regime, the particles spread too far apart and the

estimate becomes substantially nonlocal. We also find

that even at longer times (.180 days), in several parts of

the domain, the particle spreading substantially deviates

from the diffusion; however, it remains unclear whether

these deviations are due to locally nondiffusive prop-

erties. In particular, in agreement with Berloff et al.

(2002), the region of the Gulf Stream extension corre-

sponds to subdiffusive (slower than diffusive) spreading,

that we argue may be explained by a local maximum of

eddy intensity in this region. The finite bin size (18 3 18)
and the nonlocal nature of the spreading estimates

smooth away small-scale structure of transport proper-

ties, such as sharp inhomogeneities and possible trans-

port barriers. In this respect, using smaller bins might be

preferential, but it will remedy neither the spatial non-

locality nor the nondiffusive character of the spreading.

Other techniques for estimating local spreading rates,

perhaps based on tracer distribution, may prove to be

more accurate in this regard.

Our estimated ranges of diffusivities are (0.06 # Kt #

12)3 104 m2 s21 and (0.02#Kn# 0.5)3 104 m2 s21 with

hKtimean 5 0.8 3 104 m2 s21 and hKnimean 5 0.2 3
104 m2 s21 with subscripts t and n denoting the direc-

tions along and across the direction of fastest spreading.

These values are consistent with our analysis of GDP

drifters and are in general agreement with past diffu-

sivity estimates in Zhurbas and Oh (2004) [(0.015#K#

2.6)3 104 m2 s21], Lumpkin et al. (2002) [(0.013# K#

2.1) 3 104 m2 s21], and Kamenkovich et al. (2009a)

[(0.04 # K # 1) 3 104 m2 s21].

Submesoscale and ageostrophic motions near the

surface can affect particle spreading. However, our anal-

ysis suggests that the Ekman velocity is less important in

dispersing particles than the intermediate-scale geo-

strophic eddies, since the standard and Ekman-inclusive

runs result in similar outcomes. Given the limited data

coverage of the GDP dataset, it is also premature to in-

terpret the differences between our altimetric and GDP

estimates as manifestation of the importance of small-

scale and ageostrophic motions. These differences can be

caused by, for example, insufficient spatial and temporal

coverage of GDP drifters in some part of the domain,

biases in the mean advection estimated from the drifters,

different time intervals over which diffusivities were es-

timated, as well as by the mismatch in the temporal

content of the GDP and altimetric datasets. In particular,

if the biases in the mean advection were large, substantial

part of the large-scale mean advection would be present

in the ‘‘eddies’’, thus, resulting in faster (superdiffusive)

dispersion. Estimating diffusivities over shorter time

intervals may also lead to faster dispersion. The super-

diffusive spreading of GDP drifters in the south-eastern

part of the subtropical gyre suggests, therefore, that the

GDP dataset may have a significant bias in this region.

Understanding the importance of eddies in distribution

of oceanic tracers is a challenging problem. Our data

analysis study demonstrates complexity of the eddy-

induced particle dispersion, which is characterized by

spatial inhomogeneity and anisotropy, as well as by non-

diffusive behavior. It remains unclear how important these

effects are for a particular tracer distribution; and more

studies targeted at a specific tracer and/or regime of the

floware needed. Thedemonstrated complexity of the eddy

effects shows importance of resolving mesoscale motions

in numerical simulations and observational datasets.
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APPENDIX

Application of the EFFT Method to a Numerically
Generated Meandering Jet Flow

In this appendix we test the ability of the EFFT

method to account for the influence of the mean flow on

the eddy-induced dispersion of particles. In particular,

we are investigating whether the EFFT technique can

capture the suppression of the cross-stream material

transport in flows with strong mean jets (Smith 2005;

Ferrari andNikurashin 2010; Rypina et al. 2007a,b, 2011).

The flow field that we make use of in this appendix has

a form of a strong eastwardmeandering jet that evolves in

time. This single-jet solution was obtained with the two-

layer quasigeostrophic model described in Berloff et al.

(2011) for eastward-background flow case, with zero

bottom friction, eddy viscosity 1 m2 s21, domain size

520 3 520 km, on 5122 grid (i.e., grid scale is about

1 km), layer depths 1 and 3 km, Rd 5 25 km, beta-lane

with b 5 2 3 10211 m21 s21, starting from very small

randomnoise, with double-periodic boundary conditions,

flat bottom. After initial spinup (about 50 years) solution

reached statistical equilibrium. For this solution, a snap-

shot of the streamfunction together with the corre-

sponding velocity field is shown in Fig. A1 (top left). For

this flow, the finite-time Lyapunov exponents or FTLEs

(Fig. A1, top right) show a meandering ribbon (blue) of

smaller FTLE values near the center of the jet, which

indicates inhibited stirring in this region. In contrast, the

large FTLE (red) areas directly above and below the jet

correspond to enhanced stirring and indicate regions that

are in the state of chaotic advection [see, for example,

Rypina et al. (2007a,b) for more details]. The jet sepa-

rates these two chaotic zones from each other and acts to

suppress the fluid exchange between them. In agreement

with this picture, the EFFT meridional single-particle

dispersion DEFFT
y [Fig. A1 (bottom left)] is also small

near the center of the jet, suggesting that, in this example,

the EFFT method captures the suppression of the eddy-

induced meridional transport across the jet. In contrast,

EO method (bottom right) misses this effect and yields

to a very different spatial pattern.

FIG. A1. For a numerically generated flow that has a form of a strong nonsteady meandering jet: (top left)

a snapshot of a streamfunction and the velocity field at t5 0 days; (top right) a snapshot, at t5 0 days, of the forward-

time Lyapunov exponents computed with integration time Tint 5 500 days; (bottom left) EFFT meridional single-

particle dispersion, DEFFT
y , after 500 days for an ensemble of particles released at t 5 0; and (bottom right) EO

meridional single-particle dispersion, DEFFT
y , after 500 days for an ensemble of particles released at t 5 0.
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