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Abstract In January 2022, the strongest Arctic cyclone on record resulted in a record weekly loss in sea ice
cover in the Barents‐Kara‐Laptev seas. While ECMWF operational forecasts skillfully predicted the cyclone,
the loss in sea ice was poorly predicted. We explore the ocean's response to the cyclone using observations from
an Argo float that was profiling in the region, and investigate model biases in simulating the observed sea ice
loss in a fully coupled GCM. The observations showed changes over the whole ocean column in the Barents Sea
after the passage of the storm, cooling and mixing with enough implied heat release to melt roughly 1 m of sea
ice. We replicate the observed cyclone in the GCM by nudging the model's winds to observations above the
boundary layer. In these simulations, the associated loss of sea ice is only about 10%–15% of the observed loss,
and the ocean exhibits very small changes in response to the cyclone. With the use of a simple 1‐D ice‐ocean
model, we find that the overly strong ocean stratification in the GCM may be a significant source of model bias
in its simulated response to the cyclone. However, even initialized with observed stratification profiles, the 1‐D
model also underestimated mixing and sea ice melt relative to the observations.

Plain Language Summary Extreme storms in the Arctic can significantly impact the ocean and sea
ice state. In January 2022, the strongest Arctic storm on record resulted in a record loss of sea ice. The storm was
well predicted by the ECMWF operational forecasts, yet the loss of sea ice was not. Here we further study the
impact that the storm had on the ocean, and how well a fully coupled global climate model simulates the
observed response in sea ice and ocean to the storm. We do this by nudging the winds in the model to
observations. In observations, the ocean responded to the storm by cooling and mixing to full depth in the
Barents Sea, releasing enough heat to melt a significant amount of sea ice. In contrast, the model's simulated sea
ice and ocean response to the storm is much smaller than estimated in observations. The model's ocean
stratification prior to the storm is significantly stronger than observed and is likely a source of bias, which we
confirm with the use of a simple one dimensional model.

1. Introduction
Arctic cyclones play a significant role in driving sea ice variability (e.g., Blanchard‐Wrigglesworth, Donohoe,
et al., 2021; Clancy et al., 2022; Wang et al., 2020; Zhang et al., 2013). Arctic cyclones can also impact waves
(e.g., Waseda et al., 2021), which can themselves break up sea ice (e.g., Asplin et al., 2012; Marko, 2003; Stopa
et al., 2016), and enhance vertical ocean mixing— potentially leading to sea ice loss through enhanced ocean‐ice
heat flux and basal sea ice melt (e.g., Meyer et al., 2017; Smith et al., 2018). In January 2022, an extreme Arctic
cyclone developed over East Greenland and traveled northeastward across the Barents and Kara Seas into the
Arctic. The cyclone reached its peak intensity on 24 January 2022 over the marginal sea ice zone east of Svalbard,
and its central pressure of 932 mb was the lowest on record (for any calendar month) since 1979 north of 70°N as
estimated in the ERA5 reanalysis (Blanchard‐Wrigglesworth et al., 2022). The cyclone produced extreme surface
winds (>100 km/hr) and large (>8 m) ocean waves in the Barents Sea that impinged upon the sea ice and traveled
over 100 km into the ice‐pack. It resulted in a record weekly loss in sea ice area (SIA) of almost 0.5 million km2 in
the Barents‐Kara‐West Laptev seas between January 21 and January 27; the loss was over 30% larger than the
previous record SIA weekly loss since 1979. Operational forecasts from the high‐resolution state‐of‐the‐art
ECMWF IFS model showed high skill in forecasting the cyclone in the week leading to the event, yet the
forecasts' skill in simulating the observed sea ice loss was poorer, forecasting only about 40%–50% of the
observed SIA loss. Satellite and reanalysis‐derived estimates of the surface energy budget during the cyclone
showed limited energy fluxes from the atmosphere into the surface, implying that atmospheric heat only
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accounted for limited sea ice melt and that significant sea ice loss must have resulted from enhanced ocean heat
fluxes to the sea ice.

The Barents Sea has seen considerable change in recent decades (e.g., Gerland et al., 2023), experiencing an
increased flux of warm, saline Atlantic water (Årthun et al., 2012) as part of a process referred to as “Atlanti-
fication” of the Arctic (Polyakov et al., 2017), and an associated significant loss of sea ice (Onarheim &
Årthun, 2017). Ocean stratification in the northern, ice‐covered sectors has weakened (Lind et al., 2018), and
surface air temperatures have experienced the fastest rate of warming in recent decades globally, with annual‐
mean temperature trends of up to 1°C per decade over 1979–2021 (Rantanen et al., 2022). Yet, global climate
models (GCMs) struggle to simulate the observed sea ice decline in this region (D. Li et al., 2017), even with their
atmospheric circulation nudged to observations (Roach & Blanchard‐Wrigglesworth, 2022). GCMs also show a
large spread in the simulated ocean water volume and heat transport into the Barents Sea (Dörr et al., 2024; Ilıcak
et al., 2016), a too‐deep warm Atlantic Water layer (Ilıcak et al., 2016), and ocean stratification inconsistent with
observations (Dörr et al., 2024), representing a key challenge to modeling of the present and future Arctic Ocean
(Allende et al., 2023; Khosravi et al., 2022; Muilwijk et al., 2023). In the Barents Sea and the Eurasian Basin of
the Arctic Ocean, the AW layer is generally located relatively close to the surface, below a sea ice‐influenced
fresh and cold surface layer. Previous observations from the area (Meyer et al., 2017; Peterson et al., 2017)
show that storms can efficiently bring ocean heat toward the surface during winter sea ice‐covered conditions,
causing basal sea‐ice melt rates of up to 25 cm/day. Subsequent melt of sea ice from below contributes to the
strong and lasting impact of storms on sea ice cover in the area (Graham et al., 2019; Itkin et al., 2017).

In this work, we present evidence linking ocean heat changes to sea ice loss during the January 2022 cyclone by
examining observed ocean properties obtained from an Argo float in the Barents Sea during the cyclone. We then
test the fidelity of a widely used GCM, the NCAR CESM1‐CAM5 model (Gent et al., 2011), in replicating the
observed response of the sea ice and ocean to the cyclone by nudging the model's winds to the observed winds
from January 2022. GCMs are widely used tools to project future changes in climate and sea ice cover and are
increasingly being used for short‐term sea ice forecasting (E. Hunke et al., 2020). Recent modeling experiments
that nudge model winds to the observed circulation have shown great promise as a methodology to understand
long‐term trends and interannual variability of SIA (Blanchard‐Wrigglesworth, Roach, et al., 2021; Roach &
Blanchard‐Wrigglesworth, 2022), and directly evaluate GCMs with in situ Arctic observations (Pithan
et al., 2022). At the same time, it is known that free‐running CMIP GCMs have biased damped Arctic sea ice
variability at weather timescales (Blanchard‐Wrigglesworth, Donohoe, et al., 2021), the reasons for which are
unclear. Thus, testing how a widely‐used GCM simulates a single observed extreme event of sea ice variability at
weather timescales that is strongly related to an observed atmospheric event may provide insight into model
biases in the simulation of sea ice variability and atmosphere/sea ice coupling and offer paths forward for future
model development.

We also investigate the impact of climate mean state and ice‐floe size on model biases and in simulated sea ice
loss sensitivity to the cyclone. To do this, we run different sets of experiments across a range of 21st‐century mean
states, and with different ice floe‐size values. While fully coupled wave‐ice ocean modeling in the GCM is still in
development, a change to smaller floe‐size values allows us to partly test the hypothesis that ocean waves may
have played an important role in explaining the forecast biases in the sea ice forecasts (Blanchard‐Wrigglesworth
et al., 2022). However, we note that in the CESM sea ice component, the sea ice momentum equation terms are not
related to the floe size distribution, so these smaller floe size experiments only impact thermodynamic (lateral
melt) processes.

Finally, to gain further understanding of the role of ocean stratification in sea ice and heat flux changes, we run a
series of experiments with a one‐dimensional ocean mixing model coupled to a thermodynamic sea ice model. By
initializing the model with temperature and salinity profiles corresponding to either the Argo float observations
before the cyclone or to corresponding profiles extracted from the CESM simulation, we isolate the impact of the
ocean's vertical structure on the observed changes in sea ice and heat flux. These experiments provide context for
sea ice changes in both the float observations and the GCM and emphasize how biases in ocean stratification
affect model replication of ocean heat flux and sea ice melt on short timescales.
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2. Methods and Data
2.1. Observations

To investigate the response of the ocean to the cyclone in observations, we make use of Argo (Wong et al., 2020)
float readings (float ID #6903705) that are available from the marginal sea ice zone in the region of the Barents
Sea that was most affected by the cyclone (see Figure 1a). This float provides full‐depth temperature and salinity
profiles at approximately 2 m vertical resolution once every 5 days, and allows us to diagnose the ocean changes
associated with the passage of the cyclone. We converted in situ values of temperature and salinity profiles
provided by the float to conservative temperature, Θ, and absolute salinity, SA, in accordance with TEOS‐10 (IOC
et al., 2010). The floats use an ice‐avoidance algorithm (van Wijk et al., 2009), so during sea ice‐covered con-
ditions (such as during the cyclone) they do not fully surface, resulting in missing data at depths shallower than
∼15 m and no fixed mooring position; recorded float locations with ice‐cover are interpolated from the last fixed
locations. During the open water periods in 2021 and 2022, the average distance traveled by the float during the 5‐
day sample interval was ∼21.0 km in 2021 and ∼9.7 km in 2022. The first and last fixed locations over the 2021–
2022 ice‐covered season (on 2021‐11‐12 and 2022‐07‐14) were separated by a distance of ∼93.1 km in 244 days,
and from fall 2021 through the end of the float's life in winter 2022, all recorded float locations were constrained
within a relatively small area (see inset in Figure 1a).

For satellite retrievals of sea ice concentration (SIC), we use the NSIDC daily climate data record (Meier
et al., 2013). For estimates of the atmosphere, we use the ECMWF ERA5 reanalysis (Hersbach et al., 2020). For
satellite retrievals of sea ice thickness (SIT), we use ESA's Soil Mapping Observing System (SMOS) level 3 SIT
product at a 12.5 km resolution (Kaleschke et al., 2012; Tian‐Kunze et al., 2014) and the blended SMOS‐CryoSat
merged SIT Level 4 product at a 25 km resolution.

2.2. GCM Simulations

We use the NCAR CESM1‐CAM5 GCM (Gent et al., 2011), with fully coupled atmosphere, sea ice, ocean, and
land components, run at a nominal 1° resolution. The model uses the CICE4 sea ice (E. C. Hunke et al., 2010) and
the POP2 ocean components (Danabasoglu et al., 2012), both of which are widely used across other CMIP
models. To replicate the observed cyclone in CESM1‐CAM5, we use the nudging module in the model, which
permits nudging the model's winds to a target state (see Blanchard‐Wrigglesworth, Roach, et al., 2021 for a
description of the methodology). We produce four nudged simulations that branch off January 1 restart files from
existing CESM1‐Large ensemble (CESM1‐LENS) (Kay et al., 2015) simulations from four different years (2022,
2041, 2061, and 2081), as described in Table 1. The nudged simulations share the same forcings as the parent
CESM1‐LENS runs we branch from, but nudge their winds north of 45°N and above the boundary layer (850 hPa)
to 6‐hourly January 2022 winds, as estimated by ERA5. We refer to the ensemble of these runs as CESM‐Nudge,
and the individual runs as CESM‐Nudge2022, CESM‐Nudge2041, etc. We also run an additional ensemble of
simulations that are identical to the four CESM‐Nudge runs, but in which the sea ice floe size is decreased from its
default value of 300 m to 3 m. We refer to this ensemble as CESM‐Nudge_sfloe, and we use it to evaluate the
sensitivity of changes in sea ice cover to the floe size prescribed in the model. We also run two additional
members that nudge winds to ERA5 winds from 1979 to 2022 with 300 and 3 m sea ice floe sizes (CESM‐
Nudge2022 B and CESM‐Nudge2022 B_sfloe) that are only used for analysis in Figure S1 in Supporting
Information S1.

2.3. One‐Dimensional Model Simulations

We conduct vertical one‐dimensional sea ice‐ocean coupled simulations to assess the role of the upward mixing of
subsurface ocean heat on sea ice loss. We use the General Ocean Turbulence Model (GOTM; Burchard &
Petersen, 1999; Umlauf et al., 2005), installed together with two external submodules, CVMix and STIM. The
CVMix module (Q. Li et al., 2021) extends GOTM to include a set of vertical mixing parameterizations of
Langmuir turbulence via the Community Vertical Mixing Project, together with an implementation of the K‐
profile parameterization (KPP) (Large et al., 1994) of surface mixing (Van Roekel et al., 2018). The STIM
module (https://github.com/BoldingBruggeman/stim/) incorporates a set of simplified thermodynamic ice
models in GOTM. All simulations were conducted with the full GOTM + CVMix + STIM installation (though
only a subset used the parameterizations added by CVMix; described below). Through the STIM module, we
implemented the Winton three‐layer sea ice thermodynamic model (Winton, 2000). The “out‐of‐the‐box”
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Figure 1. (a) Location of the Argo float (blue line and points), observed sea ice concentration (SIC) changes between January 21–27 (shaded), January 24 12UTC sea
level pressure (black contours, labeled every 4 mb), and sea ice edge on January 24, defined as the 15% SIC contour (magenta). Open circles show when the float
surfaced and reported its position; closed dots show interpolated positions. (b) Argo profiles of temperature and salinity before (in blue) and after (in red) the cyclone.
Thin solid lines show individual profiles and thick colored dash‐dotted lines show the mean profiles before and after. The black dashed line in the temperature panel
shows the freezing temperature for water at the depth and salinity. (c–f ) As in A, but for CESM‐Nudge. The black dashed contour in panel (c) shows the area over which
sea ice area is calculated for the Barents/Kara/West Laptev seas.
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configuration of GOTM + STIM does not include two‐way coupling between the water column and the sea ice;
that is, basal heat flux from the ocean to the ice is imposed rather than calculated from upper ocean properties. To
account for these effects, we adjusted the STIM module to include two‐way coupling of heat and freshwater
fluxes across the ice‐ocean interface (see Text S1 in Supporting Information S1).

The GOTM simulations were used to assess (a) the importance of surface waves in driving mixing, and (b)
whether differences in the ocean stratification between the observations and the CESM model impact the
degree of vertical mixing and sea ice melt during the cyclone. To account for the former, the suite of model
simulations we ran included six different turbulent mixing parameterizations associated with either shear‐driven
mixing (designated ST), or surface‐wave‐driven Langmuir turbulence (designated LT). To account for the
latter, we initialized the model with ocean temperature and salinity profiles taken from either the observed Argo
profiles or from the CESM‐Nudge2022 simulation in the grid cell closest to the ARGO float location (CESM‐
Nudge2022 was taken as representative of all of the CESM‐Nudge simulations given the similarity in their
stratification). We set the initial SIT for all simulations to 0.70 m, which is roughly the mean SMOS SIT at the
float location prior to the cyclone. We note that the results, including the modeled change in thickness, are
insensitive to the choice of initial thickness, which we tested in a range from 0.5 to 1.0 m. To account for
uncertainty associated with variability in the ocean structure preceding the cyclone (see Section 3.1), we
initialized and ran the model forward using profiles from an ensemble of different start times, using the set of
Argo profiles starting from the beginning of January (designated IC1–IC5), and equivalent CESM profiles. All
model runs used a constant vertical resolution of 0.5 m and temporal resolution of 10 min, and results from all
start times (IC1–IC5) were subset to a common period from 01/21–01/29. A range of output variables are
available from GOTM, including, for example, vertical profiles of meridional and zonal velocities, turbulent
fluxes of momentum, eddy diffusivity, among others; we make use of time‐varying profiles of conservative
temperature, absolute salinity, buoyancy frequency, along with SIT and melt rate. Altogether, these represent a
total of 60 different simulations. We refer to each of the simulations as: [IC‐Source]‐[IC#]‐[Mixing‐ID]; for
example,: ARGO‐IC1‐ST‐MY. In these designations, [IC‐Source] is either ARGO or CESM, [IC#] identifies to
the different start times (IC1–IC5 correspond to start times on 01/01, 01/06, 01/11, 01/16, and 01/21,
respectively), and [Mixing‐ID] identifies the vertical mixing scheme used, as described in Table 2 (which
represent a subset of the schemes used in Johnson et al. (2023)).

In all cases, the one‐dimensional model is forced by surface stress from ERA5 reanalysis interpolated to the
location of the Argo float. The reported surface stress from ERA5 reflects the net momentum flux out of the
atmosphere. In sea ice‐covered areas, this flux is transferred to the ocean via the sea ice, and some momentum
may be lost to internal stresses within the ice (e.g., Brenner et al., 2021; Brenner, Thomson, et al., 2023). Thus, in
some one‐dimensional modeling applications, the momentum flux to the ocean has been estimated as a fixed
fraction of the surface atmospheric stress (e.g., 33% in Wilson et al., 2019). However, sea ice break‐up by waves
reduces the sea ice mechanical strength (Boutin et al., 2021), which would permit greater stress transfer to the
ocean. Additionally, ice breakup by waves and changing ice concentrations impact the surface roughness, an

Table 1
Summary of CESM Model Simulations

Model ID Initial conditions (from LENS run #) Forcing year Vertical nudging levels (hPa) Floe size (m)

CESM‐Nudge2022 2021 (LENS#21) 2022 TOM to 850 300

CESM‐Nudge2041 2041 (LENS#21) 2041 TOM to 850 300

CESM‐Nudge2061 2061 (LENS#21) 2061 TOM to 850 300

CESM‐Nudge2081 2081 (LENS#21) 2081 TOM to 850 300

CESM‐Nudge2041_sfloe 2041 (LENS#21) 2041 TOM to 850 3

CESM‐Nudge2061_sfloe 2061 (LENS#21) 2061 TOM to 850 3

CESM‐Nudge2081_sfloe 2081 (LENS#21) 2081 TOM to 850 3

CESM‐Nudge2022 B 2022 (nudged to ERA5 1979–2022) 2022 TOM to 850 300

CESM‐Nudge2022 B_sfloe 2022 (nudged to ERA5 1979–2022) 2022 TOM to 850 3

Note. In all simulations, α(U,V) is applied over 45°N–90°N.
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effect accounted for in ERA5 through atmospheric drag coefficients that vary as a function of SIC. Using the full
ERA5 surface stress represents a case with ice in “free drift”, with no internal stress within the sea ice and thus an
upper bound on the transfer of momentum from the atmosphere to the ocean.

For simulations that include Langmuir turbulence, we estimate wave properties at the float location based on a
bulk spectral attenuation scheme, using incident waves impinging on the ice edge from ERA5 (see Text S2 in
Supporting Information S1, and Figures S10–S11 in Supporting Information S1). At the time of the cyclone, this
estimate gives the peak significant wave height as ∼0.8 m and the peak period as ∼15.7 s, which are consistent
with ICESat‐2 observations. These wave estimates do not include effects of local wind wave growth (e.g., Cooper
et al., 2022).

3. Results
3.1. Observed Ocean Changes

Figure 1a shows the sea level pressure (SLP) on 24 January 2022, the change in SIC between January 21 and
January 27, and the location of the Argo profiles used. Throughout the full two‐year lifetime of the float, it
remained within a relatively constrained area in the northern Barents Sea, and the interpolated position during the
January 2022 event places it near the location of maximumwind speed on January 24. Figure 1b shows the profiles
of conservative temperature and absolute salinity before and after the cyclone over the full depth of the ocean
(∼200 m in this area of the Barents Sea). Prior to the cyclone, there was some variability in the ARGO tem-
perature/salinity structure (blue profiles in Figure 1b). These profiles show a nearly homogeneous surface mixed
layer with a temperature close to the in situ freezing point (− 1.8°C), and salinity ranging from 34.60 to 34.66 g/kg.
In each case, the mixed layer was separated from warmer, more saline water at depth by a relatively sharp
pycnocline. Below the pycnocline, the profiles increased to maximum subsurface temperatures of ∼0–0.5°C, and
became progressively saltier, reaching a maximum salinity of ∼34.95 g/kg at depth. While broadly similar, there
was moderate variability across these profiles, with mixed layer depths ranging from ∼74–106 m (defined by a
Δσ > 0.03 kg/m3 criteria; e.g., (Jackson et al., 2012),). The variability between profiles does not reflect a clear
evolution of the ocean structure over the month leading up to the cyclone (e.g., the changing mixed layer depths
were non‐monotonic), and is likely due to a combination of temporal and spatial heterogeneity.

After the cyclone, there was a notable shift in the ocean structure (red profiles in 1B). Temperature profiles
following the cyclone show a significant cooling below the mixed layer in a broad transition layer extending to
depths of at least 150 m (and up to the full profile depth) and an erosion of the sharp pycnocline. Additionally, a
salinity increase in the mixed layer and a corresponding decrease below indicate salinity mixing. In the profile on
01/26 (immediately following the cyclone), the mixed layer temperature remained elevated slightly above
freezing (− 1.68°C), and there was a shallow meltwater layer extending to ∼30 m visible in the salinity profile.

The change in ARGO profile characteristics before versus after the storm indicates that the ocean was signifi-
cantly affected by the passage of the cyclone, and may have lost significant heat (evidenced by its cooling) to the
ice/atmosphere during this event. The difference in the heat content of the mean profiles before and after the storm
shows a loss of 317 MJ/m2— equivalent to∼1.07 m of sea ice melt (assuming the sea ice is already at the melting
point and all of the heat goes into the ice). The heat content change calculated only from the 01/21 to 01/26
profiles is equivalent to ∼0.92 m of sea ice melt This value is more than enough to account for the amount of sea

Table 2
Summary of Turbulent Mixing Parameterizations Used for GOTM Simulations

Mixing‐ID Vertical mixing scheme Mixing type References

ST‐MY Mellor‐Yamada (MY) Shear (ST) Mellor and Yamada (1982)

ST‐KEPS k − ϵ ST Rodi (1987)

ST‐CVMIX KPP ST Large et al. (1994), Van Roekel et al. (2018)

LT‐CVMIX‐RWH16 KPP Langmuir (LT) Reichl et al. (2016)

LT‐CVMIX‐LWF16 KPP LT Q. Li et al. (2016)

LT‐CVMIX‐LF17 KPP LT Q. Li et al. (2017)
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ice melt that was estimated during the cyclone, when large areas of sea ice
were estimated to melt by 0.25–1 m (Blanchard‐Wrigglesworth et al., 2022).

3.2. Sea Ice‐Ocean Changes in CESM‐Nudge

In Figures 1c–1f, we show SLP and the changes in SIC between January 21
and January 27 in the CESM‐Nudge simulations. Across all four simulations,
SLP mirrors the observed pattern, with a deep cyclone replicated as expected
given the wind‐nudging methodology. The lowest SLP of the cyclone
simulated in CESM‐Nudge simulations is slightly higher (938 mb) than the
ERA5 value (932 mb), although we note that part of this bias may be due to
the lower resolution of the atmospheric model in CESM1 (about 1°lat‐lon)
compared to ERA5 (0.25°lat‐lon). Despite only nudging the winds, surface air
temperature anomalies in CESM‐Nudge2022 during the cyclone are close to
ERA5 anomalies (Figure S1 in Supporting Information S1).

In terms of SIC changes associated with the cyclone, in CESM‐Nudge2022,
CESM‐Nudge2041, and CESM‐Nudge2061, SIC decreases along the sea ice
edge in the Barents Sea, and increases slightly in the East Greenland Sea to
the west of the cyclone center. In CESM‐Nudge2081, the pattern of SIC
change is slightly different, with small reductions in SIC along the Kara Sea
coastlines, but smaller changes or even an increase along the Barents Sea sea‐
ice edge, which in 2081 is located further north and east toward the central
Arctic basin compared to the earlier CESM‐Nudge runs.

Compared to observations (Figure 1a), it is clear that despite skillfully replicating the observed cyclone, the
changes in SIC in the model are much smaller than the observed changes, and the simulated SIC loss is more
limited to the sea ice edge in the Barents. The large loss of sea ice observed between northern Svalbard and the
Franz Josef archipelago and the decline in SIC in most of the Kara Sea between Novaya Zemlya and the Russian
mainland coastline are absent in the simulations. In addition, the simulations (especially CESM‐Nudge2081) tend
to overestimate the sea ice gain west of the cyclone in the East Greenland Sea.

The model biases in SIC change are reflected in the evolution of SIA over the Barents‐Kara‐West Laptev seas in
the CESM‐Nudge simulations, which we show together with observations in Figure 2. In CESM‐
Nudge2022,2041 and 2061, SIA drops by 0.1–0.15 million km2 between January 21 and January 27, signifi-
cantly smaller than the observed change of about 0.42 million km2. In CESM‐Nudge2081, the changes in SIA are
even smaller and slightly delayed, with SIA dropping by less than 0.1 million km2 between January 23 and
January 27. In Figure S2 in Supporting Information S1, we show the same metrics for the CESM‐Nudge_sfloe
simulations. Overall, the results in these simulations are not significantly different from CESM‐Nudge, mean-
ing that the floe size value used in the model does not significantly impact sea ice loss in this case study, likely due
to the small amount of lateral ice melt increase. Because simulated effects of floe size are weak, these runs are not
discussed further.

In Figure 3, we show the changes in SIT (SIT, in m) between January 21 and January 27 in CESM‐Nudge and in
observations. In CESM‐Nudge2021, 2041, and 2061, SIT decreases by 0.2–0.4 m along the Barents sea ice edge,
whereas SIT increases in the East Greenland Sea. Changes in SIT further away from the sea ice edge in the
Barents, Kara, and Laptev seas are relatively small, with some areas of SIT increase along the Severnaya Zemlya
archipelago. In contrast, in observations, SIT decreased significantly (0.4–1 m) over large areas of the Barents,
Kara and west Laptev seas, with a comparable SIT thinning at the ARGO float location (Figure S3 in Supporting
Information S1). Changes in SIT decrease across the four individual CESM‐Nudge simulations (with SIT changes
in CESM‐Nudge2022 being greatest and changes in CESM‐Nudge2081 being smallest), despite expectations that
the influence of Arctic cyclones on sea ice will increase in the future (e.g., Clancy et al., 2022).

In Figure 4 and Figure S4 in Supporting Information S1 we show the changes in SIC and SIT in CESM‐
Nudge2022 partitioned into their dynamic and thermodynamic tendency components, and the sum of both ten-
dency components (we show the equivalent to Figure 4 for the remaining CESM‐Nudge simulations in Figures
S5–S7 in Supporting Information S1). The dynamic changes in SIC (Figure 4a) drive SIC loss along the Barents

Figure 2. Daily sea ice area (SIA) between January 13 and January 30 in the
Barents‐Kara‐West Laptev seas in CESM‐Nudge and observations. SIA is
summed over the area shown in the black dashed contour in Figure 1c.
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sea ice edge and the Barents, Kara, and west Laptev seas, and SIC gain along the East Greenland sea ice edge. In
contrast, the thermodynamic SIC changes act to counteract the dynamic SIC changes (Figure 4b). The total SIC
change reconstructed from the dynamic and thermodynamic tendencies (Figure 4c) shows a similar spatial
footprint to the dynamic changes, albeit of lower magnitude, due to the impact of the thermodynamic tendencies,
indicating that dynamics drive the total changes in SIC, which are damped by thermodynamics. Dynamic changes
in SIT (Figure 4d) in the Barents/Kara/Laptev seas can drive both SIT gain and loss, with gain in regions of ice
convergence (such as the western coastlines of Franz Josef and Severnaya Zemlya archipelagos), and loss in
regions of ice divergence (e.g., the eastern coastlines). The thermodynamic SIT changes (Figure 4e) are much
smaller, and the total SIT tendency (Figure 4f) is mostly driven by the dynamics.

Focusing on the region of largest simulated sea ice loss along the Barents sea ice edge in Figure S4 in Supporting
Information S1 shows that most of the loss in sea ice is dynamic, illustrating that wind‐driven sea ice motion is
causing the sea ice edge to retreat in CESM‐Nudge. We also investigate sea ice melt partitioned into its top melt
and bottom melt components in Figure S8 in Supporting Information S1. In CESM‐Nudge, any sea ice melt is
taking place as bottom melt, while top melt is near‐zero (including in the warmer CESM‐Nudge2081 simulation).
This result is consistent with ERA5 estimates, which show net energy fluxes from the surface to the atmosphere
(satellite derived estimates showed a small net flux from the atmosphere to the surface, enough to melt 5 cm of sea
ice over the cyclone's lifetime, Blanchard‐Wrigglesworth et al., 2022).

In Figure 5, we show the model's ocean temperature and salinity profiles averaged over the region of sea ice loss in
the Barents Sea in the CESM‐Nudge2022 case before (21 January) and after (27 January) the cyclone (the other
CESM‐Nudge case studies show similar results and are not shown for simplicity). These profiles show a strong
stratification, with ocean temperatures at the freezing point at depths of 0–70 m, increasing to 2°C at depths of
130–250 m. Salinity increases from 34.1 g/kg at depths of 0–70 m to 34.9 g/kg at depths of 130–250 m. Unlike in

Figure 3. Change in sea ice thickness (SIT, m) from 21 to 27 January in CESM‐Nudge simulations (left and middle columns)
and observations (top right panel). The sea ice edge on January 24, defined as the 15% sea ice concentration contour, is shown
by the magenta contour.
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the Argo profiles shown in Figure 1, there are very small changes in the model's temperature and salinity profiles
associated with the passage of the cyclone.

A comparison of the surface stress magnitude timeseries from ERA5 and the atmosphere‐ice and ice‐ocean stress
in CESM‐Nudge2022 simulation is shown in Figure 6. While nudging winds above the boundary layer in CESM‐
Nudge successfully reproduced the SLP field (and thus SLP gradient force) and several ERA5 surface variables,
the Figure shows that biases in the surface (atmosphere‐ice) stress remained. CESM‐Nudge struggles to simulate
some of the very high surface stresses near the cyclone and in the warm front region (between Franz Josef and
Novaya Zemlya, Figures 6a and 6b), possibly due to boundary layer physics/surface biases, and nudging to 6‐
hourly ERA5 winds (observations show the peak winds lasting a few hours). In particular at the location of
the Argo float, in observations the surface stress bias was strongest at the time of the cyclone: during the peak
stresses on 01/24, the surface stress in ERA5 was roughly 54% higher than CESM‐Nudge2022 simulations
(1.50 N/m2 vs. 1.00 N/m2, Figure 6a). However, averaged over January 22–26, the biases are smaller, with
CESM‐Nudge2022 mean atmosphere‐ice stress (0.36 N/m2) being 15% lower than the ERA5‐derived surface
mean stress (0.41 N/m2, see Figure 6c).

3.3. Simplified Ice‐Ocean Model Results

Results from the one‐dimensional model emphasize the differences in vertical mixing between simulations
initialized with the observed and CESM‐Nudge ocean profiles. Figure 7 shows an example case of the application
of the one‐dimensional model from the ST‐CVMIX simulation initialized with the Argo (Figure 7a) and CESM‐
Nudge2021 profiles (Figure 7b). When initialized with an observed Argo profile, the cyclone produces a

Figure 4. Changes in sea ice concentration (top row) and sea ice thickness (bottom row) between January 21 and 27 in CESM‐
Nudge2022, reconstructed from the dynamic (a and d) and thermodynamic tendency terms (b and e). The sum of both terms
is shown in the right column (c and f).
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deepening of the mixed layer, with an upward mixing of ocean heat and associated sea ice melt during the passage
of the cyclone. In this example, the modeled shear‐driven mixing extends to a depth of ∼120 m. In contrast, the
model application to the CESM‐Nudge profile shows no notable vertical mixing, and a minimal peak in ice melt
rate (Figure 7b). While Figure 7 shows results from ST‐CVMIX as an example, these results are qualitatively the
same for all the mixing schemes tested (Figure 8 and Figure S9 in Supporting Information S1 ). However, details
of the water column structure after mixing — and therefore the amount of heat released from the subsurface —
was somewhat sensitive to the mixing parameterization scheme and the starting times of profiles used.

Figure 8 shows the final profiles at the end of the simulation for both Argo‐derived (panels A–C) and CESM‐
Nudge derived (D–F) initial conditions. For each of the mixing parameterizations tested, the profiles shown
are a median of the final profiles from the ensemble of different start times (IC1–IC5). For initial conditions from
Argo profiles, all of the parameterizations produced mixing to a depth of approximately 120 m, though the width
of the pycnocline varied between schemes. ST‐MY and ST‐KEPS schemes produced similar profiles, with a
broad pycnocline, while the KPP‐based schemes (ST‐CVMIX and all LT schemes) had sharper, deeper pycno-
clines and thus released more heat to the ice. Freshwater input from sea ice melt leads to relatively cold, fresh
meltwater layers in the upper part of each profile for all schemes, with the depth of the meltwater layer extending
to ∼40 m for all schemes. LT mixing schemes, which explicitly account for the effects of waves, did not differ
notably from the ST‐CVMIX scheme. Results from LT‐CVMIX‐LWF16 and LT‐CVMIX‐LF17 were not
discernible from ST‐CVMIX, while LT‐CVMIX‐RWH16 had only minor differences. The negligible differences
between LT schemes and ST‐CVMIX are likely due to the relatively small waves (peak significant wave height of
∼0.8 m) and weak Stokes drift at this distance into the ice (see Figure S10 in Supporting Information S1).

Figure 5. Profiles of temperature (b and e) and salinity (c and f) before (black) and after (red) the January 2022 cyclone averaged over the Barents sea ice loss region in
CESM‐Nudge2022 (top row) and in the north Barents sea (bottom row). The two domains over which T and S are averaged are shown in blue in panels (a and d).
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As in the example case (Figure 7), the model initialized from CESM‐Nudge profiles had minimal vertical mixing
across all schemes and start times (Figures 8d–8f). Due to the lack of appreciable vertical mixing, there was little
difference between the results from different mixing schemes. The small differences between schemes were
similar to when the model was run with Argo profiles: ST‐MY and ST‐KEPS resulted in smoother transition
layers, while CVMIX schemes had sharper final pycnoclines. Even in the most extreme case, mixing only
extended to ∼75 m.

Figure 8g shows the net sea ice melt from the GOTM simulations, compared to the observed thickness change
estimated from SMOS at the float location over the same period. The median net ice melt across all ARGO runs

Figure 6. (a) Timeseries of surface stress magnitude at the location of the Argo float in ERA5 (black) and of atmosphere‐to‐ice (red) and ice‐to‐ocean (blue) stresses in
CESM‐Nudge2022, (b) spatial fields on 24 January 12 UTC of the surface stress in ERA5, and atmosphere‐to‐ice and ice‐to‐ocean stresses in CESM‐Nudge2022, and
(c) the time‐mean fields of the same stress variables shown in panel (b) averaged over January 22–26. Note that in the CESM‐Nudge2022 panels in panels (b and c), the
fields have no data over open ocean regions (as there is no sea ice, shaded white).
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(including all start times and mixing schemes) was 0.104 m, with the medians for each mixing scheme ranging
from 0.055 to 0.122 m— accounting for 11%–25% of the SMOS SIT change of 0.499 m, though within the wide
observational uncertainty range (0.06–0.938 m). For simulations initialized with the CESM‐Nudge profiles, the
overall median had virtually no change in ice thickness (− 0.003 m; i.e., ice growth), with the median for each
mixing scheme ranging from − 0.021 to 0.001 m. A two‐sample Kolmogorov‐Smirnov test (α= 0.05) showed that
the distributions of net ice melt for all Argo‐derived simulations were statistically distinct from those initialized
with CESM‐Nudge profiles (p = 1.1 × 10− 8).

In simulations with Argo‐derived initial conditions, profiles at the end of the simulation show temperatures in the
upper layer remain elevated above the freezing temperature (surface temperature range from − 1.70°C to
− 1.57°C). As the one‐dimensional model does not include ice concentration, ocean heat can only go into
changing the SIT, and the ocean‐ice heat flux rate is limited by the strength of the boundary layer turbulence (see
Text S1 in Supporting Information S1). In reality, this residual surface layer heat would be available for further ice
loss through lateral melt processes, and some heat would be released to the lower atmosphere.

3.4. Impacts of Ocean Stratification Bias in CESM

The water column structure in the CESM‐Nudge simulations is markedly different than in observations (cf.,
Figure 1b with Figures 5 and 8d–8c with Figures 8a–8f). While both the observations and CESM feature cold,
fresh surface mixed layers overlying warmer, saltier water, the simulations exhibit significantly broader salinity
ranges. Specifically, surface waters in the CESM‐Nudge simulations are fresher by approximately 0.6 g/kg, and
deeper waters are saltier by about 0.2 g/kg. This discrepancy in salinity, which sets the water density in this
temperature range, results in a model bias toward higher stratification — nearly 10 times higher peak N2 — and
enhanced water column stability, impeding mixing during the cyclone. These barriers to mixing are realized in
both the CESM‐Nudge simulations and the one‐dimensional model simulations initialized with those profiles,
with both showing minimal change in ocean structure during the cyclone.

We quantify the impact of these ocean structure differences between Argo observations and CESM‐Nudge
simulations by comparing the gravitational potential energy change, ΔPg associated with mixing (e.g., Pollard
et al., 1973; Reichl et al., 2022) for each of the initial conditions: ΔPg = ∫(ρm − ρi)gzdz, where g is gravitational
acceleration, z is the vertical coordinate, ρi is the density profile of the initial state, and ρm is the density profile of

Figure 7. Timeseries of GOTM model results using the ST‐CVMIX mixing parameterization for panel (a) ARGO and
(b) CESM simulations, showing the evolution of sea ice melt rate (top row), ocean temperature (middle row), and ocean
salinity (bottom row).
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the mixed state (found by homogenizing temperature and salinity from the initial state within a layer of depth
zmix). ΔPg represents the energy input required to mix to a depth of zmix. Figure 9a shows ΔPg as a function of
mixing depth, zmix, for the range of Argo‐derived and CESM‐derived initial profiles used in the one‐dimensional

Figure 8. (a–f) GOTM simulation final profiles (median of IC1–IC5) of temperature (left column), salinity (middle column),
and Stratification, N2 (right column) for the different mixing schemes, as labeled. The first row shows simulations initialized
by Argo profiles; the second row shows simulations initialized by CESM‐Nudge2022 profiles. Mean IC1–IC5 profiles are
shown in black for reference. (g) Net sea ice melt from Soil Mapping Observing System at the location of the float, and in the
GOTM simulations, showing a compilation of all simulations (labeled “All”) and for each different mixing scheme. Circular
points correspond to Argo‐initialized simulations and triangles are CESM‐initialized. For both, small points show the results
from all IC1–IC5 start times (IC5 points identified by black borders), and large points are the median results across all start
times.
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model tests, while Figure 9b shows the ratio of ΔPg values calculated for the CESM profiles to the Argo profiles.
As seen in the Figure, ΔPg below the mixed layer for the CESM initial profiles was ∼5–32 times higher than ΔPg

for the equivalent Argo initial profiles.

A bulk scaling approximation gives the kinetic energy input from the wind into the ocean as u3
∗ (e.g., Reichl

et al., 2022), where the friction velocity u*, is related to the surface stress as τ = ρu2
∗ . Thus, achieving the same

depth of mixing with the CESM water column structure would require approximately 3–10 times higher surface
stress compared to observed profiles, values that are about an order of magnitude larger than the surface stress
biases in CESM‐Nudge shown above.

ERA5 surface stress represents an approximate upper bound on stress input to the ocean, associated with ice in
free‐drift (see Section 2.3). Even with dynamic redistribution of the ice in CESM (Figure 4), the loss of mo-
mentum to internal ice stresses was relatively low: the ice‐ocean stress generally remained between 80% and
100% of the atmosphere‐ice stress throughout the simulation, as shown in Figure 6. The inclusion of variable ice
drag coefficients to account for form drag effects (e.g., Tsamados et al., 2014) might improve the representation of
surface stress characteristics in CESM, but given the lack of mixing in the GOTM simulations forced by ERA5
stresses and the high potential energy barrier associated with the stratification bias, this would still likely be
insufficient to overcome the stratification in the model.

In essence, the high stratification biases in CESM‐Nudge dominate surface stress biases, and prevent any vertical
wind‐driven mixing in the model's ocean, and thus there is no source of ocean heat for thermodynamic sea ice
melt.

4. Discussion and Conclusions
The record Arctic cyclone of January 2022 caused a record weekly loss of Arctic sea ice that was poorly forecast
and could not be accounted for by energy fluxes from the atmosphere to the surface (Blanchard‐Wrigglesworth
et al., 2022). To further understand this extreme event of atmosphere/sea ice coupling, we have explored ocean
characteristics from the marginal ice zone with Argo float data. These data show that the ocean column cooled
significantly during the cyclone and the changes in the vertical salinity profile point to turbulent mixing that
reached through the full depth of the water column. It is thus likely that the ocean played a significant role in the
observed sea ice loss via upward heat fluxes and enhanced bottom melt of sea ice.

To further understand models' ability to simulate the observed sea ice loss, we have tested the skill of a widely
used and validated GCM, NCAR's CESM1‐CAM5. We have done this by nudging the model's winds to the
observed January 2022 winds. We also test the sensitivity of changes in sea ice to sea‐ice mean state by con-
ducting four different simulations with different forcings, representative of present‐day and future forcings in the

Figure 9. (a) Change in gravitational potential energy (ΔPg) associated with mixing to a given depth for Argo profiles (blue)
and CESM profiles (green). (b) The ratio of ΔPg for CESM/ARGO profiles. Thin, solid lines in both panels correspond to all
individual start times (IC1–IC5); thick dashed lines show the medians of those start times.
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CESM1‐CMIP5 forcing context, and we also test the sensitivity of sea ice changes to the floe size prescribed in
the sea ice model component.

We find that, as designed, the model skillfully replicates the January 2022 cyclone. However, the simulated
changes in sea ice are much smaller than observed, with simulated SIA loss of about 20% of the observed sea ice
loss. The sea ice loss in the model is mostly driven by a wind‐driven dynamic sea ice edge retreat. Changes in SIT
are small and limited to the sea ice edge or near coastlines. Thermodynamic sea ice loss is largely insignificant.
The response of sea ice to the cyclone is not sensitive to floe size. In addition, the vertical temperature and salinity
structure of the ocean in the Barents Sea region is not significantly affected by the cyclone in the model simu-
lations, with the model showing a strong stratification and well‐defined mixed layer.

Why did CESM‐Nudge produce so little thermodynamic melt, and why did its ocean structure remain unaltered
by the passage of the cyclone? The one‐dimensional model experiments provide a possible explanation: when
initialized with profiles taken from CESM‐Nudge, vertical mixing from the storm was not enough to erode the
stratification and melt sea ice. Relative to the Argo observations, CESM‐Nudge profiles had much stronger
stratification and a broader salinity range. Scaling arguments based on gravitational potential energy suggest that
the surface stress required to mix CESM‐Nudge profiles to the same depth as Argo profiles would need to be 3–10
times higher. However, CESM‐Nudge simulations also had a low bias in the surface stress during the cyclone,
with mean surface stress in ERA5 during the cyclone roughly 15% higher than in CESM‐Nudge simulations.
Together, these effects prevent the upward mixing of ocean heat in the CESM simulations.

One of the hypotheses put forward in (Blanchard‐Wrigglesworth et al., 2022) was that ocean waves played a role
in the observed sea ice loss by driving ocean turbulent mixing and enhancing ocean heat fluxes to the sea ice. We
partly tested this idea in GOTM by considering mixing parameterizations that included surface‐wave‐driven
Langmuir turbulence. The results of the tests show that wave‐driven turbulence was insufficient to notably
alter turbulent mixing, likely because of the attenuation of waves as they travel through the sea ice and the already
high level of shear‐driven mixing associated with the storm. We note, however, that the Langmuir schemes tested
here were devised for open water conditions, while the role of Langmuir turbulence in sea ice‐covered regions
requires more study. Some other indirect impacts from waves — such as the breakup of ice, and associated
changes in surface roughness and loss of ice mechanical strength — were accounted for implicitly through the
choice of ERA5 surface stress forcing to the model (i.e., the free‐drift assumption). Thus, our results show that the
ocean stratification in CESM‐Nudge was so strong that simulating waves may not have resulted in significantly
enhanced ocean heat fluxes at the surface.

The one‐dimensional model experiments aimed to illustrate how the upward mixing of subsurface ocean heat
played a role in the ice loss during the January 2022 event, rather than precisely recreating the observed ice/ocean
evolution. While simulations initialized with Argo profiles do show considerable vertical mixing and ice melt,
mixing did not extend to the full depth seen by the Argo float following the cyclone, and simulated SIT changes
were smaller than satellite‐derived estimates (though within uncertainty bounds). The discrepancy suggests the
importance of other oceanographic processes associated with the passage of the cyclone, beyond those captured
with a one‐dimensional mixing model. For example, previous observations from the region have shown elevated
turbulence associated with internal waves, and evidence of upward propagating low‐mode internal wave energy
(Sundfjord et al., 2007). It is possible that barotropic flow driven by the surface pressure gradient associated with
the cyclone interacted with the bottom topography to generate such internal waves. In addition, SLP gradients
associated with synoptic weather patterns have been shown to drive the flow of warm Atlantic water into the
Barents Sea from the north (Lind & Ingvaldsen, 2012; Lundesgaard et al., 2022). These effects, which are not
included in the one‐dimensional model, may also be poorly captured in CESM. Despite being unable to simulate
the full level of observed mixing, the results from GOTM are nonetheless useful in linking ocean heat changes to
sea ice loss during the January 2022 cyclone.

The biases seen here are consistent with recent results showing that GCMs overestimate the strength of strati-
fication on the Atlantic side of the Arctic (Dörr et al., 2024); in particular, CESM1 was among the worst‐
performing models at simulating stratification in the Barents Sea. In contrast, in the Western Arctic, GCMs
tend to have deeper, less stratified mixed layers than observations (e.g., Dörr et al., 2024; Rosenblum et al., 2021;
Rosenblum et al., 2022). This study suggests that model biases in upper ocean stratification are a major
impediment to representing the effect of storms on upward ocean heat transport and sea ice cover, and that
improving the skill in simulating both ocean stratification and surface processes may be crucial for improving the
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simulation of high‐frequency sea ice variability, which CMIP climate models pervasively under‐estimate
(Blanchard‐Wrigglesworth, Donohoe, et al., 2021). In addition, simulated long‐term trends of sea ice loss and
Atlantification may also be impacted by the model's bias in simulating the ability of Atlantic water to be effi-
ciently mixed to the surface, and may be the reason why CESM1 underestimates decadal winter sea ice loss even
when its circulation is nudged to observations (Roach & Blanchard‐Wrigglesworth, 2022).

Data Availability Statement
NSIDC daily SIC data (Meier et al., 2013) are available at https://nsidc.org/data/g02202, SMOS SIT data are
available at https://earth.esa.int/eogateway/catalog/smos‐l3‐sea‐ice‐thickness and SMOS‐CryoSat blended data
at https://earth.esa.int/eogateway/catalog/smos‐cryosat‐l4‐sea‐ice‐thickness ERA5 data (Hersbach et al., 2020)
are available at https://www.ecmwf.int/en/forecasts/dataset/ecmwf‐reanalysis‐v5, CESM‐LENS data are avail-
able via https://www.cesm.ucar.edu/community‐projects/lens/data‐sets. The Argo data are available at https://
argo.ucsd.edu. Output from the nudged and 1‐D simulations are available at https://atmos.washington.edu/~ed/
data/cyclone.
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