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[1] To determine whether deep background mixing has increased with the diminishment of
the Arctic sea ice, we compare recent internal wave energy and mixing observations with
historical measurements. Since 2007, the North Pole Environmental Observatory has
launched expendable current probes (XCPs) as a part of annual airborne hydrographic
surveys in the central Arctic Ocean. Mixing in the upper 500 m is estimated from XCP
shear variance and Conductivity-Temperature-Depth (CTD) derived Brunt-V€ais€al€a
frequency. Internal wave energy levels vary by an order of magnitude between surveys,
although all surveys are less energetic and show more vertical modes than typical
midlatitude Garrett-Munk (GM) model spectra. Survey-averaged mixing estimates also vary
by an order of magnitude among recent surveys. Comparisons between modern and
historical data, reanalyzed in identical fashion, reveal no trend evident over the 30 year
period in spite of drastic diminution of the sea ice. Turbulent heat fluxes are consistent with
recent double-diffusive estimates. Both mixing and internal wave energy in the Beaufort
Sea are lower when compared to both the central and eastern Arctic Ocean, and expanding
the analysis to mooring data from the Beaufort Sea reveals little change in that area
compared to historical results from Arctic Internal Wave Experiment. We hypothesize that
internal wave energy remains lowest in the Beaufort Sea in spite of dramatic declines in sea
ice there, because increased stratification amplifies the negative effect of boundary layer
dissipation on internal wave energy.
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1. Introduction

[2] Internal waves and their associated mixing are criti-
cal to the circulation and thermodynamics of the Arctic
Ocean. Warm, saline water from the Atlantic enters the
Arctic Ocean through Fram Strait where it circulates
cyclonically and topographically steered around the basin.
In the Nansen and Amundsen basins, this Atlantic Water
(AW) is overlain by the cold halocline (CHL), a region of
strong stratification, e.g., the buoyancy frequency N2¼
10"4 s"1, which prevents interaction of the ice cover with
AW heat by direct surface-generated mixing. Only dissipa-
tion of internal wave energy or double diffusive phenom-
ena can mix fresh water down and AW heat up toward the
mixed layer and the ice. The AW further deepens as it cir-
culates into the Canada Basin, where it is overlain by
Pacific-derived water with its own temperature maximum.
Here again, the haline stratification dictates that vertical

mixing is dependent on internal wave dissipation. Some
studies have shown the cold halocline weakening in recent
years [Steele and Boyd, 1998]. Other studies have shown
that even modest heat fluxes, 2–7 W m"2, can have signifi-
cant and irreversible effects on the sea ice concentration
[Maykut and Untersteiner, 1971; Polyakov et al., 2011].

[3] A modeling study [Zhang and Steele, 2007] has
shown the sensitivity of the Arctic Ocean to background
diapycnal diffusivity. Using the K-profile parameterization
[Large et al., 1994], Zhang and Steele [2007] found the
background diffusivity that produced water properties and
circulation that agreed best with the Polar Science Center
Hydrographic Climatology [Steele et al., 2001] of the
Arctic Ocean was 10"6 m2 s"1. This is much less than the
10"4 m2 s"1 abyssal mixing rate suggested by Walter
Munk [Munk, 1966; Munk and Wunsch, 1998] and the
10"5 m2 s"1 value found in most open ocean models [e.g.,
Large et al., 1994]. Zhang and Steele [2007] found that
such large values excessively weakened modeled stratifica-
tion in the Canada Basin, leading to an erosion of the cold
halocline and reversing the cyclonic circulation of the
Atlantic Water.

[4] In the deep ocean, stratification limits the penetration
of turbulence generated at the surface and mixing comes
from the dissipation of internal waves, which propagate
freely in the stratified region. This, and in some cases
double diffusion, are responsible for the vertical fluxes of
heat, salt, and momentum in the deep ocean. Consequently,
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methods have been developed to estimate turbulent dissipa-
tion and mixing at microscales from measurements of inter-
nal wave energy at fine scale with assumptions about the
energy cascade through the internal wave spectrum [Gregg,
1989]. The Zhang and Steele [2007] result is consistent
with observations in the 1980s of low internal wave ener-
gies made with expendable current profilers (XCPs) and
background mixing (as low as 10"6 m2 s"1 in the abyssal
Arctic Ocean) derived using the Gregg [1989] parameter-
ization [D’Asaro and Morison, 1992]. A section of temper-
ature microstructure measurements across the Arctic Ocean
in 2005 [Rainville and Winsor, 2008] also found low levels
of mixing consistent with D’Asaro and Morison [1992].

[5] A number of explanations have been offered for
these low energy levels and mixing rates in the Arctic
Ocean. One includes weak tidal forcing and the fact that
most of the basin is north of the critical latitude of the M2

tide, limiting the spread of internal wave energy generated
by the interaction of barotropic tides with bathymetry [Sim-
mons et al., 2004; St. Laurent et al., 2002]. With the excep-
tion of the Yermak Plateau, the results of Simmons et al.
[2004] indicate that although locally important, internal
tide energies in the Arctic Ocean are low compared to typi-
cal low-latitude levels. The low internal tide energy levels
highlight the importance of atmospheric forcing as the
major energy input into the internal wave field of the deep
Arctic Ocean. However, the sea ice cover also reduces in-
ternal wave energy production [Levine et al., 1985, 1987].
Near-inertial internal waves, those slightly above the iner-
tial frequency, dominate the energetics of the internal wave
field [Garrett and Munk, 1972, 1975]. They are forced by
wind-generated near-inertial motion at the surface. Wind-
driven near-inertial motion of the ice tends to be limited in
solid winter ice conditions but is more common in summer
when the ice pack is relatively loose [McPhee, 2008;
Plueddemann et al., 1998; Rainville and Woodgate, 2009].
However, there have been indications of enhanced near-
inertial motion in winter [Merrifield and Pinkel, 1996] and
in early winter after freeze up [Halle and Pinkel, 2003]

[6] Internal wave energy in the Arctic Ocean is reduced
by energy dissipation in the under-ice, surface boundary
layer [Morison et al., 1985]. acoustic Doppler current pro-
filer velocity measurements during the 1997–1998 SHEBA
(Surface Heat Balance of the Arctic Ocean) drift [Pinkel,
2005] show that under-ice dissipation is likely a dominant
mechanism of internal wave energy loss. Pinkel [2005]
postulates that with a reduced ice cover, the near-inertial
waves would propagate farther and energy, especially that
delivered to the basin boundaries, might be greatly
increased [Rainville and Woodgate, 2009].

[7] Annual minimum sea ice extent [Stroeve et al., 2007]
and thickness [Kwok et al., 2009; Rothrock et al., 2008]
have decreased about 40% since the early 1980s when the
D’Asaro and Morison [1992] observations were made. The
declines have continued with ice extent reaching a new
minimum in 2012. Given that we think sea ice reduces in-
ternal wave energy, we ask whether internal wave energy
and mixing in the Arctic basin have increased with the ar-
eal reduction and thinning of the ice cover? We address
this question by comparing the observations of the 1980s
with the same types of measurements made in the last few
years.

2. Methods

[8] We compare recent observations of internal waves
and mixing with the observations analyzed by D’Asaro and
Morison [1992] using the Gregg [1989] formulation. How-
ever, since that time the derivation of mixing from internal
wave measurements has been improved to account for the
influence of latitude on the internal wave environment
[Gregg et al., 2003] and departures of internal wave spectra
from the Garrett-Munk [Garrett and Munk, 1975] (GM)
form [Polzin et al., 1995]. Consequently, we have analyzed
both the recent and historical velocity and density profile
data following a method [Kunze et al., 2006] that incorpo-
rates these improvements to estimate internal wave energy,
dissipation, and the deep background mixing coefficient, K.
To account for the low energy environment of the Arctic
Ocean and the limited depth range of our CTD data, our
results are confined to the portion of the water column,
150–400 m, containing the cold halocline and extending
down past the temperature maximum in the AW. This also
allows us to examine the heat flux from the AW to the
CHL while avoiding contamination from XCP surface
noise and erroneously high diffusivities due to surface
mixing and noise-dominated low stratification.

[9] Velocity profiles were WKB stretched by buoyancy
frequency [Leaman and Sanford, 1975] and tapered using a
10% Tukey window before spectral analysis was per-
formed. Different window choices provided consistent
results in terms of power spectral density for the wave
number ranges analyzed. Individual spectra were then aver-
aged to create one spectrum per survey. No averaging
among frequency bands was done. All horizontal velocity
spectra were calculated from U and V velocity as "Uþ
"V ffi "CWþ"CCW, where "U and "V represent U and V
velocity spectra, and "CW and "CCW are the clockwise
(CW) and counterclockwise (CCW) rotary spectra
[Gonella, 1972].

[10] GM fits to the horizontal kinetic energy (HKE)
spectra are calculated as in D’Asaro and Morehead [1991].
Horizontal velocity spectra were divided by two to turn
them into HKE spectra. Fits were then made with the GM
‘‘dropped’’ HKE spectra, retaining cutoff mode number, j%,
and energy, E0, as free parameters. These are then fit to the
data and compared with typical midlatitude values. In
Garrett and Munk [1975], the horizontal kinetic energy
spectrum, E(!) is calculated as

E !ð Þ ¼ N2
0 b3

! " 3E0

2j%"

# $
t " 1ð Þ

1þ #ð Þt
ð1Þ

where

# ¼ !

j%"f
ð2Þ

[11] Standard values used include b¼ 1300 m, the scale
depth of the thermocline; t¼"2.5, the spectral slope; N0

is the reference buoyancy frequency, 3 cycles/h; and ! is
the vertical wave number (units are in m"1). Typical midla-
titude values for the model are j% ¼ 6 and E0¼ 6.3 ( 10"5.

[12] Based on theories of nonlinear wave-wave interac-
tions and downscale energy transfer in the Garrett-Munk
model, the fine-scale shear parameterization used to
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estimate K and " is based on the most recent iteration from
Kunze et al. [2006].

K ¼ K0
hV 2

z i
2

hV 2
z i

2
GM

h1 R!ð ÞL f ;Nð Þ ð3Þ

h1 R!ð Þ ¼
3

2
ffiffiffi
2
p R! þ 1

R!
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R! " 1
p ð4Þ

L f ;Nð Þ ¼ f cosh"1 N=fð Þ
f30 cosh"1 N0=f30ð Þ ð5Þ

[13] Here K0 is 5 ( 10"6 m2 s"1, the diffusivity calculated
from GM internal wave shear. R! represents the shear to
strain variance ratio, an estimate of the ratio between hori-
zontal kinetic energy to available potential energy, which
accounts for departures from GM. L(f,N) represents the latitu-
dinal variation in " [Gregg et al., 2003], where f30 is the Cori-
olis frequency at 30) latitude, the reference latitude in GM.

[14] Shear and strain for XCP data were calculated using
spectral analysis of 64 m overlapping profile segments of 1
m data centered every 10 m. Fine-scale shear variance,
hVz

2i, was calculated by multiplying "Uþ"V by (2"kz)
2.

Shear variance was then integrated out to kc such that
hVz

2i¼ 0.7N2 and then taking hV 2
z i

2=hV 2
z i

2
GM ¼ 0:1=kcð Þ2

where kc is the cutoff wave number and 0.7N2 is the value
of hVz

2iGM integrated out to 0.1 cpm. Experiments with dif-
ferent segment lengths produced consistent results. Strain
was calculated as $z ¼ N 2 " N2=N 2 where N2 is estimated
by a second-order polynomial fit to the observed N2 seg-

ment. N2 profiles were calculated from sorted potential den-
sity, %&, profiles using the adiabatic leveling method
[Fofonoff, 1985]. Although sometimes present, thermoha-
line staircases were not commonly apparent in our profiles.
The 2 m resolution of the McLane Moored Profiler (MMP)
data and the roughly 1 m resolution of the North Pole Envi-
ronmental Observatory (NPEO) CTD data smooth the ma-
jority of the staircase features. At depths and locations
where they do occur, the staircases can introduce noise in the
strain and strain calculation, but at scales smaller than the
10 m scale of the strain calculation. In the XCP data, R! was
calculated as a survey average and a single value was applied
to the diffusivity profile, while in the MMP data, it was
applied to individual profiles due to the longer time record
available. Turbulent heat flux is calculated as FH ¼
"'CpKhdT=dzi. Temperature gradient is calculated from
survey-averaged temperature profiles for each survey. All
recent observations are compared with reanalysis of the 1980s
data used in D’Asaro and Morison [1992] reprocessed identi-
cally to the contemporary data.

3. Data

[15] We use XCP and CTD data from the three programs
in the 1980s utilized by D’Asaro and Morison [1992]: the
1985 Arctic Internal Wave Experiment (AIWEX), the 1983
Marginal Ice Zone Experiment (MIZEX 83) on the RV
Polarbjorn, and the 1987 ARKTIS IV/3 cruise of the RV
Polarstern (Figure 1). These are compared to data from
four modern XCP/CTD surveys since 2007 made as part of

Figure 1. Bathymetric chart of the Arctic Ocean detailing the location of all XCP drops and the BGEP
moorings.
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the annual NPEO airborne hydrographic surveys (http://
psc.apl.washington.edu/northpole/CTDs.html).

[16] Over 40 AIWEX profiles are from the Canada Basin
(73)N–74)N, 150)W) between March and April 1985. XCP
and CTD data from MIZEX 83 and ARKTIS IV/3 were
made mainly between June and July in the eastern Arctic
(north of the Yermak Plateau), but some data from ARK-
TIS IV/3 are from farther north in the Nansen Basin.

[17] NPEO data are from airborne hydrographic surveys
mainly in the central Arctic (85)N–90)N) during April, but
several stations were made in the Beaufort Sea in March
2008. Water temperature and salinity profiles at these sta-
tions are measured to a depth of 900 m with a Sea-Bird 19
or 19þ CTD. In 2007, NPEO XCP drops were also made
from the CGCC Louis St. Laurent during a Beaufort Gyre
Exploration Project (BGEP) cruise in the Canada Basin.
CTD data from that cruise are provided by the BGEP
(http://www.whoi.edu/page.do?pid¼66296).

[18] The XCP (http://www.sippican.com/contentmgr/
showdetails.php/id/312) measures currents by measuring the
voltage induced by the motion of the conducting seawater
through the earth’s magnetic field. The probe rotates as it
falls, and a flux gate compass is used to resolve probe orien-
tation, and U and V are determined from the induced voltage
signal in phase and in quadrature with the direction signal.
As the profiler falls, it transmits analog signals through a
fine wire to a radio transmitter and recording system at the
surface. Depth is given through the known fall rate of the
instrument (*3 m/s). The instrument can record velocity
down to a depth of 1800 m. Velocity error is calculated dur-
ing processing based on the variance about a running har-
monic fit to the oscillating voltage and heading signals.
Velocity error is determined in processing and varies based
on goodness of fit but is typically less than 1 cm s"1.

[19] To provide an enhanced view of contemporary condi-
tions in the Beaufort Sea, XCP data are supplemented
with time series hydrographic and velocity data from MMPs
comprising the BGEP moorings. The MMPs are each
equipped with a CTD and a 2-D Acoustic Current Meter
made by Falmouth Scientific. The MMP data are available
at 2 m resolution on the BGEP website (http://www.
whoi.edu/page.do?pid¼66559). Estimated velocity errors
are 1 cm s"1 in magnitude and 63) in direction.

[20] The MMP data were analyzed similarly to the XCP
data, except that the spectral analysis was performed over
128 m (64 data point) windows. N 2 profiles for the MMP
data are calculated as monthly averages. MMP diffusivities
are split up into spring and summer averages for each year.
Spring averages consist of all profiles made during March
and April, while summer averages consist of all profiles
made during July and August as these are the months that
most closely coincide with the XCP data. The monthly aver-
age MMP diffusivities show minimal seasonal variability and
indicate that these periods are representative. All MMP aver-
ages cover the same depth range as XCP data (150–400 m).

[21] For the internal wave analysis, profiles with spikes
or large velocity errors throughout the depth range were
discarded. As did D’Asaro and Morison [1992], we have
not included profiles in eddies in our comparisons because
the internal wave induced shear is overshadowed by geo-
strophic shear due to the eddies, the validity of the internal
wave-to-mixing formalism is uncertain within the eddy,

and fluxes due to background mixing are possibly over-
shadowed by the ventilation produced by the larger-scale
interaction of eddies with their surroundings. However,
microstructure measurements made in a cyclonic eddy dur-
ing AIWEX do show enhanced dissipation [Padman et al.,
1990]. To check the criticality of excluding eddies in our
averages, we have computed the average mixing coefficients
for the Beaufort Sea MMP data with and without eddies and
find that their inclusion increases average mixing by 10%,
well within the confidence limits of the averages. This
increase is primarily due to the presence of numerous eddies
at mooring A which appears to be a hot spot of eddy activity
compared to the other moorings (C. Lique et al., Diffusive
vertical heat flux in the Canada Basin of the Arctic Ocean
inferred from moored instruments, submitted to Journal of
Geophysical Research: Oceans, 2013). The presence of
heightened mixing over shallow bathymetry is well docu-
mented [D’Asaro and Morison, 1992; Padman and Dillon,
1991]. However, our focus is the mixing in the deep ocean,
and our NPEO XCP data and the MMP data are all in the
deep basin, so we do not consider comparisons, for example,
with the Yermak Plateau profiles of MIZEX 83 and Polar-
stern 87. Considering deep water only, we are left with *80
profiles. The number of profiles per survey ranges between 5
from the Louis St. Laurent 2007 cruise and 40 from AIWEX,
with most recent surveys consisting of around 7–10 profiles.

4. Validation

[22] The Gregg-Polzin technique approximates the rate
of energy dissipation due to wave breaking from the net
energy transfer toward smaller scales associated with
nonlinear interactions in a slowly varying wave field.
This is then related to eddy diffusivity using the Osborn
[1980] model. The relationship (equation (3)), which
depends on the fine scale shear variance squared and the
shear-strain ratio (R!), has been validated by several field
programs in midlatitudes [Lee et al., 2006; Nash et al.,
2007; Polzin et al., 1995]. Application of the scaling in
low stratification regions may be dominated by noise
resulting in spuriously large diffusivities [Kunze et al.,
2006]. This is not a concern for our results, which are
obtained between 150 and 400 m in the stratified part of
the water column.

[23] Our method of estimating mixing is tested with a
comparison among K parameterized using the original
Gregg [1989] (G89) and the Kunze et al. [2006] (K06)
approaches applied to XCP and CTD profiles and calcu-
lated from microstructure measurements using an MSS90L,
a loosely tethered free-fall profiler made by ISW Wasser-
messtechnik in Germany. The MSS90L diffusivity profiles
are obtained, down to 500 m, from dissipation measure-
ments made with two airfoil shear probes, using the Osborn
[1980] model. Application of the Osborn model is identical
in the fine scale parameterization and the microstructure
measurements, each using a mixing efficiency of 0.17. The
processing of the microstructure data follows that of Fer
[2006, 2009]. The noise level in dissipation rate measure-
ments is 5 ( 10"10 W kg"1.

[24] Joint microstructure and XCP measurements are
available in the marginal ice zone, from a cruise over the
Yermak Plateau in 2007, and in the pack ice during the
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drifts of the NPEO base camp near the North Pole in 2007
and 2008. The profile pairs collected in Yermak 2007 and
NPEO 2008 are within 1 h and 1 km separation. Those col-
lected in NPEO 2007 however are separated by 0.5–2.7 km
and 2–10 h. In total, high quality data from 31 profile pairs
were recovered (4 from NPEO 2007, 18 from Yermak
2007, and 9 from NPEO 2008). Average profiles from the
three separate surveys are shown in Figure 2. In applying
K06, a constant shear-strain ratio of R!¼ 11 is applied fol-
lowing the observations of Fer et al. [2010] to the Yermak
Plateau survey, while the values listed in Table 1 are
applied to NPEO 2007 and NPEO 2008. Both parameter-
izations show good agreement with the microstructure-
based estimates, both in terms of amplitudes and vertical
variability, and certainly well within the known limitations
of both K06 and G89. K06 yields slightly lower diffusiv-
ities than the G89 approach used by D’Asaro and Morison
[1992]. The discrepancy between MSS90L and XCP-
derived results for NPEO 2007 may be due to the large
time (up to 10 h) and spatial (up to 3 km) separations
between XCP-MSS pairs. The NPEO 2007 XCP results are
calculated from only four profiles, a small sample size that
may not be sufficient enough to produce a representative
average profile. Furthermore, this difference highlights the
role of intermittent mixing processes and strengthens our
approach of multistation averaging to be able to draw con-
clusions on temporal and spatial trends.

5. Results

[25] Comparison of vertical wave number power spectra
of horizontal velocity from the 1980s and from NPEO
show ranges of up to an order of magnitude between

surveys (Figure 3). Values of E0 and j%, along with other
calculated quantities, for all surveys are shown in Table 1.
All surveys show the presence of more vertical modes than
the open ocean with all values of the cutoff mode number,
j%, greater than 25 versus j% ¼ 6 for GM. This is consistent
with results from AIWEX [D’Asaro and Morehead, 1991].
The increased number of vertical modes results in flatter
spectra typical midlatitude spectra. The spectral energy
level, E0, varies between surveys with values ranging
between 0.05 and 0.2 of GM. Two of the recent NPEO sur-
veys have the highest value of E0, roughly a fifth of GM
and comparable to MIZEX 83 and Polarstern 87. Surveys
from the Canada Basin show low E0, consistent with previ-
ous results [Levine et al., 1987; D’Asaro and Morehead,
1991]. This is highlighted by the AIWEX spectrum and the
XCPs dropped from the Louis St. Laurent in 2007 with val-
ues of 0.05 and 0.11 of GM, respectively. However, recent
central Arctic Ocean surveys, NPEO 2010 and NPEO
2012, show similarly low energy levels, 0.057 and 0.065 of
GM, respectively.

[26] Rotary spectral analysis was also performed [Gonella,
1972; Leaman and Sanford, 1975] to calculate survey-
averaged CW versus CCW variance ratio (see Table 1). This
can be interpreted as a ratio of downward propagating to
upward propagating energy. Values for all surveys range
between 1 and 2, indicating a slight net downward internal
wave energy propagation. The Louis 2007 cruise has the
highest ratio, 1.8. This was a cruise during the summer of a
record minimum sea ice extent. It makes sense in terms of
enhanced internal wave generation being under reduced ice
cover that this value is higher than the other surveys, which
were either made during springtime or in the summertime in
the presence of more sea ice. Comparison with the historical

Figure 2. Direct comparison between K parameterized from XCP drops using the Gregg [1989] (G89)
and Kunze et al. [2006] (K06) parameterizations with K estimated from microstructure observations for
three surveys. (a) Yermak 2007, (b) NPEO 2007, and (c) NPEO 2008.
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data (MIZEX 83, Polarstern 87, AIWEX) suggests a very
small increase in the amount of downward propagating
energy present between 150 and 400 m, but the increase is
not statistically significant and a clear temporal trend is hard
to justify.

[27] Survey-averaged diffusivity profiles are shown in
Figure 4. Diffusivity is typically O[10"6 m2 s"1] in the
upper (cold halocline) part of the profile consistent with
estimates from D’Asaro and Morison [1992] and recent
observations [Fer, 2009; Rainville and Winsor, 2008].

MIZEX 83, Polarstern 87, and NPEO 2011 have higher K,
while the two Beaufort Sea surveys (AIWEX and Louis
2007) are the lowest. Below the CHL, diffusivity increases
to O[10"5 m2 s"1] and even approaches O[10"4 m2 s"1] in
the case of NPEO 2011. While the calculation of K is de-
pendent on R!, it is not strongly so. An increase of R! from
3 (GM value) to 6 or 12 leads to a factor of 1.8 or 2.9
reduction in K.

[28] Buoyancy Reynolds number or Turbulent Activity
Index, "=vN 2, analysis supports the low diffusivities inferred

Figure 3. Survey-averaged WKB scaled vertical wave number spectra of horizontal kinetic energy.
Survey listed in the title is given in solid black, and a GM fit is given in dashed black. The light grey
lines are the other surveys.

Table 1. Calculated Propertiesa

Survey Date
Number

of Profiles j%/j%GM E0/E0GM K R! CW/CCW Max FH

Louis 2007 Aug 2007 5 4.7 0.11 5.5 ( 10"6 4 1.83 0.33
NPEO 2007 Apr 2007 7 11 0.07 1.1 ( 10"5 7 1.35 0.22
NPEO 2008 Apr 2008 7 6 0.25 9.5 ( 10"6 6 1.39 0.3
NPEO 2010 Apr 2010 13 7.7 0.06 5.7 ( 10"6 8 1.02 0.15
NPEO 2011 Apr 2011 6 6 0.16 2.5 ( 10"5 11 1.08 1.2
NPEO 2012 Apr 2012 10 8 0.07 5.4 ( 10"6 10 1.21 0.19
MIZEX 83 Jun/Jul 1983 11 5 0.19 1.2 ( 10"5 11 1.03 0.67
Polarstern 87 Jul/Aug 1987 20 6.3 0.11 2 ( 10"5 11 .99 1.58
AIWEX Mar/Apr 1987 40 7.3 0.05 1.1 ( 10"6 12 1.11 0.09

aValues from the results shown for all surveys are listed above.
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from the K06 parameterization. It is a predictor of the effi-
ciency of turbulence in overcoming stratification and pro-
ducing mixing with "=vN 2 + 20 being the minimum value
for which turbulent mixing becomes important. Below this
value, the turbulence is not strong enough to induce a buoy-
ancy flux [Gregg and Sanford, 1988; Stillinger et al., 1983].
Across the CHL, this value is below 20 for all surveys
except NPEO 2011, Polarstern 87, and MIZEX 83 (see Fig-
ure 4). However for most surveys, this value exceeds 20
close to the AW temperature maximum (*250 m) where
stratification weakens. For NPEO 2010, NPEO 2012, and
Louis 2007, turbulence might be unimportant at all depth
ranges analyzed.

[29] Survey-averaged mean K values between 150 and
400 m for all XCP data sets (Figure 5) show no clear tem-
poral trend. Excluding AIWEX, depth-averaged (150–400
m) diffusivities range from 5 ( 10"6 (Louis 2007) to 2 (
10"5 m2 s"1 (NPEO 2011). Calculating depth averages
solely across the most stratified part of the cold halocline
(e.g., 150–250 m) yields diffusivities of O[10"6 m2 s"1],
lower than most oceanic shear microstructure measure-
ments, O[10"5 m2 s"1], but of the same order of magnitude
as recent microstructure measurements in the Arctic [Fer,
2009; Rainville and Winsor, 2008].

[30] Perhaps the most surprising facet of the XCP results
is the low diffusivity characterizing the Beaufort Sea
region. In the early period, the average AIWEX diffusivity

is an order of magnitude lower than MIZEX 83 and Polar-
stern 87. In the recent data, Louis 2007 and the Beaufort
Sea NPEO 2008 profiles yielded diffusivities higher than
AIWEX, but they are among the lowest from the recent

Figure 4. Survey-averaged diffusivity. Survey listed in the legend. Light grey lines are the other sur-
veys. The dashed grey lines represent values of "=vN 2 ¼ 20 and 200, respectively.

Figure 5. Survey-averaged mean diffusivity between 150
and 400 m. Black icons represent springtime surveys
(March/April). Blue icons represent summertime surveys
(June/July/August). Circles are central/eastern Arctic XCP
data. Upward triangles are Beaufort Sea XCP data. Down-
ward triangles are Beaufort Sea MMP data.
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surveys. Louis 2007 and NPEO 2008 (Beaufort) consisted
of few profiles resulting in wide confidence limits. The dif-
fusivities from the MMP profiles from 2007 to 2010 are
directly comparable. Except for spring 2008, the MMP-
derived diffusivities average 1.5 ( 10"6 m2 s"1 compared
to 1.1 ( 10"6 m2 s"1 for AIWEX. Only the spring 2008
gives an MMP-derived diffusivity of 5 ( 10"6 m2 s"1 in
agreement with the NPEO 2008 (Beaufort) values. To test
whether these results were sensitive to our choice of sam-
pling periods (spring and late summer), we also computed
month-by-month averages of diffusivities for the 2007–
2010 MMP time series. The month-by-month composite
diffusivities range only from 1.4 ( 10"6 m2 s"1 in April to
3 ( 10"6 m2 s"1 in January, the April value well within the
error bars for the springtime AIWEX diffusivity.

[31] We have also calculated turbulent heat fluxes using
the diffusivities derived here (Figure 6). The most energetic
surveys (NPEO 2011, MIZEX 83, Polarstern 87) display
FH ranging between "2 and 2 W m"2. Most of the NPEO
2011 profile is similar to the other NPEO surveys except
for large fluxes near 120 m that results from higher diffu-
sivity at that depth. The Polarstern 87 and MIZEX 83 heat
fluxes are consistent with those found by D’Asaro and
Morison [1992]. These are larger than the heat fluxes meas-
ured during the other surveys due to the proximity of ARK-
TIS IV/3 and MIZEX 83 to the warm Atlantic Water
inflow to the Arctic Ocean and comparable to the large heat
fluxes observed in the boundary current on the East Sibe-
rian continental slope [Lenn et al., 2009]. The values of FH

from the NPEO data (except 2011), AIWEX, and Louis
2007 vary between "0.3 and 0.3 W m"2, similar to double-
diffusive estimates from both Ice-Tethered Profiler (ITP)
[Timmermans et al., 2008] and microstructure [Sirevaag
and Fer, 2012] measurements. The NPEO surveys suggest

that temperature gradient is still the controlling factor in
this calculation as the diffusivities differed significantly in
some areas, yet outside the depths of elevated diffusivities
found in the NPEO 2011 profile; the heat flux profiles are
remarkably consistent from year to year.

6. Discussion

[32] In the Arctic Ocean, internal wave energy varies sig-
nificantly, but all surveys show less energy than typical mid-
latitude GM values and much broader bandwidth.
Diffusivities in the Beaufort Sea measured recently and dec-
ades in the past show levels at the bottom of the range. Para-
meterized mixing values across the cold halocline are lower,
O[10"6 m2 s"1] than typical open ocean values measured by
microstructure O[10"5 m2 s"1]. However, most surveys
begin to increase toward this value at around 300 m depth.
Values of parameterized " remain low (below the noise level
of most previous microstructure measurements) across all
depth ranges analyzed, and the increasing diffusivities with
depth result from the decreasing stratification.

[33] There is also a question of whether the latitudinal
dependence term, L(f,N) (equation (3)) is applicable in this
study, but our diffusivity estimates are not low because of
it. This correction is an empirical result but has only been
verified in midlatitudes [Gregg et al., 2003]. The large f
(1.45 ( 10"4 s"1) found at high latitudes could lead to an
overestimation of K, as L(f,N) can effectively double the
diffusivity at high latitudes in the presence of strong strati-
fication, such as across the CHL. Our inclusion of this cor-
rection should be conservative with respect to inferring that
diffusivities are low.

[34] Our results suggest that the amount of open water
and strength of the ice are not the dominant factors

Figure 6. Values of turbulent heat flux calculated for all XCP surveys.
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responsible for determining internal wave energy and mix-
ing. The more recent estimates of diffusivity in the Beau-
fort Sea (Louis 2007 and three profiles from NPEO 2008)
are somewhat higher than the values from AIWEX. Values
from summertime when ice is thin and free to move (Louis
2007) and from springtime when ice is thicker and more
compact (NPEO 2008) are similar. Analysis of the MMP
data from 2007 to 2010 reveals that although the spring of
2008 shows the highest diffusivities, typical diffusivities in
spring are either less than or of the same magnitude as
those in summer (see inset Figure 5). This whole period
comes immediately after the 2007 Arctic sea ice minimum
and significant increases in the freshwater content of the
Beaufort Sea [McPhee et al., 2009; Morison et al., 2012;
Proshutinsky et al., 2009].

[35] In the presence of an ice cover, internal wave energy
and background mixing may be most sensitive to upper
ocean stratification. Internal wave energies and the conse-
quent deep background mixing are about a factor of 5 lower
in the Beaufort Sea than in the central Arctic Ocean. These
regions should have similar internal wave forcing; indeed
we might expect stronger forcing in the Beaufort Sea
region where record reductions in the sea ice have
occurred. For the Beaufort Sea, the effect of stronger near-
surface stratification (Figure 7a) on internal wave dissipa-
tion in the boundary layer immediately under sea presents a
possible explanation for persistently low internal wave
energies and mixing.

[36] Internal wave energy is dissipated in oscillating
boundary layers under sea ice, and this process limits
steady state internal wave energy [Morison et al., 1985;
Pinkel, 2005]. As illustrated in the schematic of Figures 8a
and 8b, the surface boundary condition for internal wave
horizontal velocity is free in open water, but under ice a
no-slip boundary condition applies. The influence of the
no-slip boundary condition imposed by the ice on internal
wave velocities increases with degree of stratification
below the mixed layer. Considering the normal modes of

internal waves, the velocity corresponding to each mode
just outside the under-ice boundary layer (e.g., at the base
of the mixed layer) is proportional to the vertical derivative
of the corresponding displacement mode shape. This is
illustrated in crude fashion by comparing the first mode
behavior in a two-layer ocean with deep (Figure 8b) and
shallow (Figure 8c) upper layers. If near-surface stratifica-
tion is increased, due either to freshening or shoaling of the
mixed layer, the horizontal velocity associated with each
mode is increased relative to the velocity at greater depth.
For a given internal wave energy at depth, an increase in
near-surface stratification will result in greater internal
wave horizontal velocity approaching the surface and
greater dissipation in the turbulent under-ice boundary
layer. This being the case, we should expect to see perpetu-
ally lower internal wave energy in the Beaufort Sea where
near-surface stratification is greater than in the Nansen and
Amundsen basins (Figure 7a). Other things being equal, we
might also expect internal wave energy and mixing to
decrease after a major surface freshening as occurred in
2007–2008. Dominance of under-ice boundary layer dissi-
pation in Arctic internal wave dynamics may account for
the negative correlation, r¼"0.59 significant at the 0.05
level, between XCP survey average mixing and near-
surface stratification (Figure 7b). The MMP record from
summer 2007 indicates that the diffusivity estimated by the
Louis 2007 XCPs is anomalously high. Removing the
mean diffusivity value of the Louis 2007 data strengthens
the negative correlation of diffusivity with stratification to
r¼"0.71.

[37] We explore the influence of stratification and bound-
ary layer dissipation on internal wave energy by extrapolat-
ing on the results of Morison et al. [1985]. To estimate the
dissipation of internal wave energy in the boundary layer
imposed by the no-slip condition at the ice-water interface,
Morison et al. [1985] drove an oscillating boundary layer
model [Long, 1981] with a discrete spectrum of horizontal
velocities representing free-stream internal wave horizontal

Figure 7. Comparisons of XCP survey stratification and mixing coefficients (a) Brunt-V€ais€al€a fre-
quency, N, profiles versus depth for XCP for Beaufort and central Arctic Ocean surveys and average re-
gional N profiles (thick lines). (b) XCP-survey-averaged mixing coefficients plotted versus survey-
averaged N in the upper part of the ocean.
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velocities near the surface. These were derived from obser-
vations of vertical displacement at 50 to 150 m depth at the
Fram III ice camp north of the Yermak Plateau in 1981 [Lev-
ine et al., 1985]. The Desaubies [1976] formulation of the
GM model was used to parameterize the displacement and
velocity spectra at Fram III using N equal to 3 cph (0.0052
s"1) and a magnitude about one sixth of GM. The interaction
of the internal waves with the boundary layer was linearized
by assuming that the turbulence level was dominated by the
RMS velocity of the ice, Uice¼ 7 cm s"1, with the conse-
quence that the boundary layer dissipation of internal wave
energy, Qbl, is proportional to UiceUw

2, where Uw
2 is the in-

ternal wave energy just outside the oscillating under-ice
boundary layer. Approximating the total internal wave
energy with a first-order differential equation, they found that
the corresponding time scale for internal wave dissipation is
(bl¼ 32 days, one third that for open ocean conditions,
(ow¼ 100 days [Olbers, 1983] without an internal wave
boundary layer. Assuming equal forcing, the ratio of internal
wave energy in the under-ice environment to the open ocean
internal wave energy is EIC=EOW ¼ (BL (BL þ (OWð Þ"1 ¼
0:24 indicating a factor of 4 reduction in energy relative to
open ocean conditions due solely to boundary layer
dissipation.

[38] The impact of near-surface stratification on the rate
of internal dissipation in the under-ice boundary layer is a
fundamental outcome of WKB scaling [Leaman and San-
ford, 1975]. Morison et al. [1985] used internal wave meas-
urements near the surface to drive their model and thus did
not consider the variation of internal wave horizontal ve-
locity with stratification. As long as stratification near the
surface is not too different from that at depth (e.g., central
Arctic Ocean N profile in Figure 7a), variations in N are
probably not critical to the boundary layer dissipation cal-
culation, but in cases where N is dramatically higher in the
upper part of the halocline, as in the Beaufort Sea (Figure
7a), WKB scaling, Uw * N1/2, [Leaman and Sanford, 1975]
suggests Uw

2 will be amplified relative to the internal wave
energy in the rest of the water column. This should result in
enhanced boundary layer dissipation and a boundary dissi-
pation time scale shortened by a factor of R, the ratio of

N deep in the water column to N near the base of the
boundary layer. Considering two under-ice locations, B and
C, with similar forcing, but markedly different N profiles
such as the Beaufort Sea and central Arctic Ocean, the dif-
ference in energies due to the difference in stratification
would be EB

EC
¼ RB RC(BLþ(OWð Þ

RC RB(BLþ(OWð Þ, where RB and RC are the N
ratios at B and C, respectively. Taking B to represent the
Beaufort Sea and comparing N from 150 to 400 m to N at
10 m, we find RB¼ 0.24 (Figure 7a). Letting C represent
the central Arctic Ocean, RC¼ 0.85. Thus, we expect that,
owing only to boundary layer dissipation, internal wave
energy and mixing in the Beaufort Sea to be a factor of
0.333 times the energy and mixing in the central Arctic
Ocean. The enhanced dissipation due to higher near-
surface stratification in the Beaufort Sea could be responsi-
ble for a major fraction of the observed difference in inter-
nal wave energies between the basins.

[39] Our argument does not include the effects of
increasing ice velocity. If the typical RMS ice velocity
increases because the ice is weaker, we might expect the
dissipation of internal wave energy in the boundary layer to
increase and tend to reduce internal wave energy. If the ice
moves faster because the ice is thinner and smoother we
might expect a corresponding reduction on the ice-water
drag coefficient and the effect on internal wave energies
would be negligible. In any case, our observations suggest
that in the presence of sea ice, boundary layer damping
keeps internal wave energies and mixing low in spite of
possible enhanced forcing due to increased ice mobility.

[40] The average effect of boundary layer dissipation
should decrease proportional to increases in the fraction of
open water. This effect, along with enhanced ice motion,
may overshadow the increase in under-ice boundary layer
damping due summertime increases in stratification in the
Beaufort Sea, where MMP-derived summer diffusivities
are commonly, although not always, a little higher than
wintertime diffusivities.

[41] We add a cautionary note about stratification near
the surface. The boundary layer model of Morison et al.
[1985] assumes an unstratified boundary layer ; a mixed

Figure 8. Schematic (adapted from Morison et al. [1985]) illustrating the difference in internal wave
boundary conditions between (a) the open ocean, (b) an ice covered ocean, and (c) an ice covered ocean
with increased near-surface stratification idealized as a reduction in upper layer depth and consequent
increase in the first internal wave mode upper layer velocity.
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layer of at least a few meters under the ice is required. If
strong stratification extends to the very bottom of the ice,
we might expect boundary layer stress and dissipation to
decrease in the stable boundary layer, opening the way for
temporary increases in internal energy. A more complete
approach would allow for the effect of buoyancy flux [Fer
and Sundfjord, 2007; Perlin et al., 2005] in the oscillating
boundary layer model.

[42] Finally, our dissipation values across the halocline
fall within the upper bound of turbulent dissipation pre-
sented in Timmermans et al. [2008] based on measurements
made by Halle and Pinkel [2003] in the Canada Basin dur-
ing the Sea Ice Mechanics Initiative (SIMI) experiment.
Timmermans et al. [2008] took the Halle and Pinkel [2003]
calculated downward internal wave energy fluxes and
assumed that all of the energy was dissipated in the halo-
cline. By assuming that stratification across the halocline
averages 4 ( 10"5 s"2 and that a typical CHL depth was
100 m, the measured internal wave energy flux of 0.15 mW
m"2 would result in a diffusivity of 5 ( 10"6 m2 s"1. This
is an upper bound because it requires all the energy to dissi-
pate in the CHL, which is unlikely. Expanding the argu-
ment presented in Timmermans et al. [2008] and assuming
average Arctic Ocean temperature gradients from our data
(0.01)C m"1 in the Beaufort Sea and 0.0133)C m"1 in the
central Arctic Ocean) and the same CHL depths and strati-
fication, we find that diffusivities in the central Arctic
Ocean across the CHL would have to reach 3.7 ( 10"5 m2

s"1 for heat fluxes away from topography to reach 2 W
m"2, the value required by Maykut and Untersteiner [1971]
for oceanic heat to negatively affect sea ice concentration
from the current thermodynamic balance. In the Beaufort
Sea, diffusivity would have to be even higher to reach 2 W
m"2, given the less steep temperature gradients in that ba-
sin. Melting the ice from underneath in the central Arctic
Ocean due to increased vertical mixing from the AW layer
would require downward internal wave energy fluxes
roughly 5 times as high (0.75 mW m"2) as those measured
by Halle and Pinkel [2003] during a strong storm event in
the Beaufort Sea. Based on current measurements, it seems
unlikely that heat fluxes of this magnitude across the CHL
will happen in the near-future without drastic changes in
both surface forcing and temperature gradients. Increasing
K in the Arctic Ocean to typical open ocean thermocline
levels, 10"5 m2 s"1, only results in heat fluxes ranging
between 0.4 and 0.55 W m"2, slightly higher than double
diffusive estimates [Sirevaag and Fer, 2012; Timmermans
et al., 2008].
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