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ABSTRACT: The relative importance of ocean and atmospheric dynamics in generating Atlantic multidecadal variability
(AMV) remains an open question. Comparisons between climate models with a slab ocean (SLAB) and fully dynamic ocean
components (FULL) are often used to explore this question, but cannot reveal how individual ocean processes generate these
differences. We build a hierarchy of physically interpretable stochastic models to investigate the contribution of two upper-ocean
processes to AMV: the role of seasonal variation and mixed-layer entrainment. This interpretability arises from the stochastic
model’s simplified representation of sea surface temperature (SST), considering only the local upper-ocean response to white-
noise atmospheric forcing and its impact on surface heat exchange. We focus on understanding differences between SLAB and
FULL non-eddy-resolving preindustrial control simulations of the Community Earth System Model 1 (CESM), and estimate
the stochastic model parameters from each respective simulation. Despite its simplicity, the stochastic model reproduces tempo-
ral characteristics of SST variability in the SPG, including reemergence, seasonal-to-interannual persistence, and power spectra.
Furthermore, the unrealistically persistent SST of the CESM-SLAB ocean simulation is reproduced in the equivalent stochastic
model configuration where the mixed-layer depth (MLD) is constant. The stochastic model also reveals that vertical entrain-
ment primarily damps SST variability, thus explaining why SLAB exhibits larger SST variance than FULL. The stochastic
model driven by temporally stochastic, spatially coherent forcing patterns reproduces the canonical AMV pattern. However, the
amplitude of low-frequency variability remains underestimated, suggesting a role for ocean dynamics beyond entrainment.

KEYWORDS: North Atlantic Ocean; Atmosphere-ocean interaction; Oceanic mixed layer; Stochastic models;
Climate variability; Multidecadal variability

1. Introduction

Understanding the ocean’s “memory” and mechanisms con-
trolling the persistence of large-scale sea surface temperature
(SST) anomalies is critical for the prediction of interannual and
multidecadal climate variability. The idea of memory stems
from the ocean’s large thermal inertia: rapidly varying atmo-
spheric conditions are communicated via surface fluxes into the
ocean, where they are integrated into slowly varying SSTs. This
partitioning of the atmosphere–ocean system into two time
scales was first utilized by Hasselmann (1976) in his stochastic
model for climate variability. Its subsequent application to
modeling the response of mixed-layer temperatures to white-
noise atmospheric forcing and empirically estimated damping
successfully replicated the magnitude and spectral characteris-
tics of midlatitude SST anomalies up to interannual time scales
(Frankignoul and Hasselmann 1977, hereafter FH77). Atmo-
spheric forcing of SSTs at these time scales is generally domi-
nated by surface heat fluxes, but mixed-layer depth (MLD)
variability and, in regions of large SST gradients, Ekman cur-
rents may also play a role in driving SST anomalies. These

anomalies are largely damped by surface heat flux feedback
and entrainment (Frankignoul 1985; Alexander and Penland
1996).

At decadal and longer time scales, the relative importance of
atmosphere versus ocean dynamics for SST variability remains
uncertain. In the North Atlantic region, the debate surrounds
identifying the key driver of the Atlantic multidecadal variability
(AMV; or the Atlantic multidecadal oscillation). AMV describes
the basinwide fluctuation of SST anomalies with maximum load-
ing in the subpolar gyre (SPG) (Deser et al. 2010). Despite its
numerous impacts across the climate system, including Atlantic
hurricane activity, extreme temperatures, and precipitation over
the surrounding continents, regime shifts in Atlantic fish popu-
lations, and even conditions in the Pacific Ocean, there is little
consensus on AMV’s primary driver (Gao et al. 2019; Zhang
and Delworth 2006; Alheit et al. 2014; Meehl et al. 2021).

One viewpoint is that the AMV is primarily driven by ocean
dynamics, especially by the changes in the Atlantic meridional
overturning circulation (AMOC) that affect the poleward
transport of heat (Knight et al. 2005; Kim et al. 2018b; Zhang
et al. 2019). This was challenged by Clement et al. (2015), who
found that slab ocean simulations (hereafter SLAB), with no
active ocean dynamics, reproduce both spatial and spectral
characteristics of AMV consistent with models containing full
ocean dynamics (hereafter FULL). They suggested that AMV
is instead predominantly driven by changes in surface heat flux
forcing stemming from internal atmospheric variability, such
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as the North Atlantic Oscillation (NAO). This ignited a vigorous
debate on the extent to which ocean dynamics are necessary for
AMV (Zhang et al. 2016; O’Reilly et al. 2016; Li et al. 2020).
Most recently, studies have found greater SST variance in SLAB
simulations, particularly at multidecadal frequencies, indicating
that ocean dynamics primarily act to damp low-frequency SST
variability (Murphy et al. 2021; Patrizio and Thompson 2022).

The simplicity of the SLAB approach is its primary limita-
tion: complete exclusion of interactive ocean dynamics obscures
deeper understanding of how individual processes contribute to
SST variability and create differences between SLAB versus
FULL simulations. To address this, we developed a hierarchy
of stochastic models with increasingly complex representations
of heat flux feedback, atmospheric forcing, and mixed-layer
behavior, while still neglecting oceanic advection. These pro-
cesses are known to exhibit seasonal modulations, and we
apply the stochastic model to systematically investigate their
contributions to low-frequency Atlantic SST variability (Ortiz
and De Elvira 1985; Alexander and Penland 1996; Park et al.
2006).

In the absence of ocean circulation, vertical entrainment of
SST anomalies from below the seasonal mixed layer provides a
potential pathway for anomalies to persist to lower frequencies.
Specifically, anomalies formed in the deep winter mixed layer
are insulated and preserved beneath the shallow summer ther-
mocline. As the mixed layer deepens during the following fall
and winter, the anomaly is re-entrained into the surface layers,
impacting conditions the following year (Alexander and Deser
1995). Previous studies including the entrainment term in the
stochastic model recovered the 1–3-yr wintertime re-emergence
of both the NAO-related tripole pattern of SST anomalies and
area-averaged conditions over the North Pacific and Atlantic
(de Coëtlogon and Frankignoul 2003; Deser et al. 2003; Park
et al. 2006; Li et al. 2020). In contrast to the interannual re-
emergence of large-scale SST patterns, pointwise heat budget
analyses have suggested that vertical entrainment primarily
damps low-frequency SSTs (Yamamoto et al. 2020; Patrizio and
Thompson 2021). Thus, the competing contributions of re-
emergence versus damping associated with vertical entrainment
to multidecadal SST variability remain unclear. Application of
the stochastic model hierarchy at individual locations across the
North Atlantic provides an opportunity to investigate this com-
peting effect across time scales and from both local and regionally
averaged perspectives without the influence of additional ocean
dynamics.

Efforts to determine the ocean’s role in the internal compo-
nent of AMV since Clement et al. (2015), particularly those
applying the stochastic model, have predominantly focused on
the temporal aspects of SST variability rather than the origins
of the spatial pattern of AMV. We revisit this aspect, using the
stochastic model to investigate how the local mixed-layer
response to stochastic forcing corresponding to dominant
atmospheric modes can reproduce AMV-like patterns without
interactive ocean dynamics. The role of the latter is inferred by
comparison with a fully coupled simulation.

In summary, we strive to address the following questions
using the stochastic model hierarchy to understand SST and

AMV behavior in the SLAB and FULL Community Earth
System Model version 1 (CESM1) simulations:

1) How does seasonal variation in upper-ocean processes and
atmospheric forcing influence SST variability?

2) What role do entrainment and other ocean dynamics play
in shaping the spatiotemporal characteristics of AMV?

3) Can spatially coherent structure in temporally random
atmospheric forcing reproduce the canonical AMV pattern
in the stochastic model?

The structure of this paper is as follows. We first present the
CESM1 model simulations used for our analyses (section 2),
then introduce the stochastic models and hierarchical approach
(section 3). The estimation of stochastic model parameters is de-
tailed (section 4). We then examine a case study in the SPG to
understand how seasonal variation of the atmospheric forcing
and upper-ocean parameters impact SST behavior in CESM1
(section 5a). The analysis is repeated on regionally averaged out-
put to assess the generalizability of our conclusions (section 5b),
and the model’s ability to reproduce the CESM1 AMV pattern
is presented (section 5c). A discussion and summary are provided
in sections 6 and 7.

2. Data

Community Earth System Model version 1 simulations

The limited observational record presents a major challenge to
understanding SST variability, particularly low-frequency phe-
nomena such as the AMV. Long climate model simulations can
instead provide a larger subsampling of SST behavior. We use
CESM1, a fully coupled general circulation model with land, ice,
atmosphere, and ocean components all of nominally 18 horizon-
tal resolution (Hurrell et al. 2013). The preindustrial control ex-
periment featuring aerosol and radiative forcing fixed at 1850
levels is used to investigate natural variability of the climate sys-
tem without changes in external forcing. We use years 400–2200
in the analysis to avoid contributions from initialization.

In addition to the fully coupled configuration (CESM-FULL),
we analyze the slab ocean simulation (CESM-SLAB). CESM-
SLAB has identical configurations to CESM-FULL except that
the ocean component is a slab ocean model subject only to air–
sea heat fluxes and a prescribed flux correction with no interac-
tive lateral or vertical ocean processes. The thickness of the slab
at each location is set to the annual mean boundary layer depth
from the climatological cycle of CESM-FULL, thus spatially
varying but temporally constant (He et al. 2017). MLDs in
CESM1 are determined using a maximum buoyancy gradient cri-
terion (Smith et al. 2010). The climatological monthly flux correc-
tion term for CESM-SLAB is diagnosed from CESM-FULL,
representing the mean heat convergence and divergence induced
by ocean dynamics needed to maintain a realistic SST climatol-
ogy (Bitz et al. 2012). CESM-SLAB provides an opportunity to
study SST behavior considering only the local, upper-ocean
response to atmospheric forcing, dependent only upon the
thermal capacity of the slab ocean. Monthly output from years
200 to 1100 is used in the analysis.
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Prior to our analysis, the mean annual cycle is removed from
each simulation to compute the monthly anomalies. We exclude
grid points where the sea ice coverage exceeds 5% anytime dur-
ing the simulation to focus on ocean–atmosphere interactions.

3. Stochastic model

a. Formulation

We begin with a simplified equation for the vertically inte-
grated temperature anomaly (T′) over a mixed layer of uniform
density, temperature, and horizontal velocities (Frankignoul
1985):

dT′

dt
5

Q′
net

rCph︸︷︷︸
A

2
(hy)′ · =(T 1 T′)

h︸���������︷︷���������︸
B

2
h′

h

­T
­t︸︷︷︸

C

2
(T′ 2 Td

′)(we 1 w′
e)

h︸����������︷︷����������︸
D

2
T 2 Td

h
w′

e︸����︷︷����︸
E

1 k=2T′︸�︷︷�︸
F

(1)

where the overbars and primes represent monthly climatologi-
cal means and monthly anomalies, respectively. The right-hand
terms are, in order:

A: Net heat flux into the mixed layer (Q′
net), with the

MLD (h), density (r 5 1026 kg m23), and specific heat
(Cp 5 3996 J kg21 8C21) of seawater

B: Advection of the SST gradient by anomalous currents (y ′)
C: Thermal capacity change solely due to MLD anomalies (h′)
D:Entrainment [we 5 (dh/dt)] of temperature anomalies from

below the mixed-layer (T′
d), nonzero only when the

mixed-layer is deepening (we . 0).
E: Anomalous entrainment velocity (w′

e) acting on mean ver-
tical temperature gradient

F: Horizontal mixing and eddy stirring, with the horizontal
diffusivity (k)

Equation (1) includes both local and nonlocal ocean dynamics.
The variability in large-scale geostrophic currents impacts low-
frequency SST variability, and its contribution, along with other
nonlocal oceanic components, will be inferred from comparison
with CESM-FULL (Frankignoul et al. 1998). To retain the SST
characteristics primarily dependent on local atmospheric variabil-
ity we neglect the term F and the geostrophic advection in term
B. We neglect the remainder of term B, including the Ekman
component that is small away from regions of large SST gra-
dients. The potential contributions of Ekman advection are ex-
plored in section 6c. We additionally neglect terms C and E, and
anomalous entrainment velocity in termD. These terms are chal-
lenging to represent analytically, but could be approximated as
part of the stochastic atmospheric forcing since anomalies in
MLD and entrainment are primarily driven by short time scale
wind and heat flux variability (Frankignoul 1985; Alexander and
Penland 1996; Frankignoul et al. 1998).

A final assumption applies the two-time scale stochastic
model framework and neglects vertical mixing at the mixed-

layer base and solar radiation absorbed below it. Note that
Q′

net in term A is expressed as

Q′
net 5 2laT

′ 1 F′: (2)

The key assumption is that the local Q′
net into the ocean can be

decomposed into a component linearly dependent on T′ and a
stochastic forcing (F′) independent of the local SST anomalies
where la is the strength of atmospheric heat flux feedback
(Frankignoul et al. 1998). The result of all these assumptions is
the stochastic model equation:

­T′

­t
5 2

la
rCph

T′ 1
F′

rCph
2

1
h
we(T′ 2 T′

d), (3)

where T′ is the temperature anomaly vertically averaged
through the mean monthly mixed layer (h is hereafter h).

From this analytical form, the equation is further simpli-
fied by combining entrainment and atmospheric damping
[l 5 (la/rCph)1 (we /h)]. Equation (3) is integrated with the
forward method at a monthly step from t to t 1 Dt to yield

T′(t 1 Dt) 5 e2lDtT′(t) 1
� t1Dt

t

F′

rcph
1

we

h

( )
T′
d

[ ]
e2l (t1Dt2t′)dt′ :

(4)

The temperature anomaly below the mixed layer (T′
d ) is com-

puted during the integration using T ′ from the prior detrainment
at the same depth (Fig. 1). Note that T′

d is determined through
linear interpolation, and is averaged over the monthly time step:

(T′
d ) 5

T′
d (t) 1 T′

d(t 1 Dt)
2

: (5)

Assuming the parameters [(la/rCph), (we/h), (F′ /rCph),
(T′

d )] are constant over the monthly time step (Dt), the inte-
gral in Eq. (4) is evaluated to yield

FIG. 1. Example calculation of T′
d for the seasonal mixed-layer

cycle (black line) at a subpolar test point (508N, 308W). The labeled
detrainment times (months, where 1 5 January), indicated by 3,
are connected to the corresponding entrainment month by the col-
ored line. T′

d is calculated by linearly interpolating between temper-
ature values for the nearest months around the detrainment time.

L I U E T A L . 104515 FEBRUARY 2023

Brought to you by MBL/WHOI Library | Unauthenticated | Downloaded 01/24/23 04:17 PM UTC
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The stochastic model requires only three seasonally varying
input parameters: the atmospheric heat flux feedback strength
(la), the amplitude of stochastic forcing (F′), and MLD (h).
The latter is obtained from the climatological mean monthly
MLD cycle from CESM-FULL (Figs. 2i–l). Note that h is
shallow (,100 m) in the summer and deepest in the subpolar
region during the winter and spring.

b. Model hierarchy

We build a hierarchy of stochastic models by successively
adding seasonal variation into la, F′, and h and examining their
impact on SST variability (Fig. 3a). The hierarchy is divided
into two sections. In the lower, non-entraining section (we 5 0;
Levels 1–3), we investigate the effect of including seasonal vari-
ation in la and F′. This begins with the canonical stochastic
model first proposed by FH77, or Eq. (3) with the entrainment
term omitted (Fig. 3; Level 1). Seasonal variation in la (Level
2a) or F′ (Level 2b) is introduced individually (Level 2). As the
closest analogy to the slab ocean configuration, the case with
seasonal variation in both la and F′, but constant h (Level 3) is
compared to CESM-SLAB.

In the upper section (Levels 4–5), we investigate the effect
of increasing MLD complexity. First, seasonal variation in h is

included (Level 4), followed by the entrainment term (Level 5;
we Þ 0). The entraining stochastic model is compared with
CESM-FULL to infer the role of ocean dynamics beyond
entrainment.

4. Parameter estimation

a. Estimating heat flux feedback

An important step for separating atmospheric and oceanic
controls on SST variability lies in carefully distinguishing their
contributions to damping SST anomalies. We define the atmo-
spheric heat flux feedback (la) as the Q′

net (into the atmo-
sphere) induced by a given SST anomaly (T′) [see Eq. (2)]. To
directly estimate la, we employ a statistical method that uses
Q′

net and T′ from CESM-FULL or CESM-SLAB (Frankignoul
and Kestenare 2002, hereafter FK2002). Since Q′

net includes
both radiative and turbulent components of the surface flux, the
estimated damping includes radiative feedbacks (Park et al.
2005). Taking the lagged covariance of Eq. (2) with T′ with a
lag longer than the typical persistence of atmospheric internal
noise causes the forcing term (F′) to vanish (FK2002). Then la
(W m2 8C21) can be statistically estimated from the ratio be-
tween the remaining two terms as

la 52
cov[T′(t 2 t),Q′

net(t)]
cov[T′(t 2 t),T′(t)] , (7)

where t is the lag in months. The term la is computed separately
at each spatial point in the North Atlantic for t 5 1 month. We

FIG. 2. Seasonal mean estimates for (left to right) winter to fall of (a)–(d) stochastic forcing amplitude (in W m22), (e)–(h) atmospheric
heat flux feedback strength (in W m22 8C21), and (i)–(l) MLD (in m) from CESM-FULL, where depths greater than 300 m are contoured
every 150 m. Note that we force the stochastic model with monthly varying values; seasonal averages are shown here for illustration.
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assess the statistical significance of our estimates using a two-
sided Student’s t test at a 5% significance level (Park et al. 2005).
The value of la is set to zero when and where the covariance in
either the numerator or denominator is statistically insignificant.
Insignificant estimates with weakly positive or near-zero cova-
riances occurred over the western tropics and high-latitude
northeastern Atlantic in CESM-FULL, leading to unrealisti-
cally large SST variances in the stochastic models. We replaced
these values with corresponding estimates from CESM-SLAB
and focused our analyses on extratropical points between 208 to
608N (see sections 4c and 6c). Insignificant regions are marked
when presenting the AMV patterns (e.g., Fig. 8b).

A potential source of longer (greater than multiple weeks) at-
mospheric memory is remote forcing, such as from El Niño–
Southern Oscillation (ENSO). To reduce bias due to this persis-
tent source, we first compute the ENSO-related components of
heat flux and SSTs, then remove those components prior to esti-
mating la (FK2002; Park et al. 2005). ENSO indices are defined
based on the two leading empirical orthogonal functions
(EOFs) of the tropical Pacific SST, representative of the central
and eastern modes (208S–208N, 1208–2408E). The heat flux and
SST in the North Atlantic are then regressed on the ENSO indi-
ces to get the ENSO-related components, which are subse-
quently subtracted from the full anomalies of both fields.
ENSO was only removed for estimating la, and is retained
for all other analyses in this paper.

The separation of la and entrainment damping contrasts
with previous work using the stochastic model that estimated
an overall damping (l) using an exponential fit to the SST au-
tocorrelation, an approach that conflates contributions from
both atmospheric and oceanic damping (FH77; de Coëtlogon
and Frankignoul 2003; Deser et al. 2003). Our approach pro-
vides an opportunity to investigate if these previous works
overestimated (underestimated) damping due to the atmo-
sphere (ocean), and to further discern how each component
impacts the SST persistence.

Our estimates of la from CESM1 agree with previous
work based on observations that reported values between
10 and 35 W m22 8C21, sometimes exceeding 50 W m22 8C21

(Figs. 2e–h) (FK2002; Park et al. 2005). The maxima occur
along the Gulf Stream, where cold continental winds cause tur-
bulent heat loss from the warmer ocean during the boreal win-
ter, and are stronger than the maximum reported by Park et al.
(2005).

b. Estimating atmospheric forcing

Previous estimates of the amplitude of stochastic forcing
were based on the local or box-averaged variance of residual
heat fluxes after removing the components linearly dependent
on SST (e.g., Li et al. 2020). However, this approach does
not capture spatial coherence in the forcing pattern, such as
opposite-signed relationships in heat flux anomalies between
the subtropics and subpolar regions associated with the NAO
(Cayan 1992). To retain spatial coherence, we estimate the at-
mospheric forcing pattern (F′) in Eq. (3) using EOFs, and ex-
press it in the form

F′(x, y, t) 5 ∑
k

n51
a(x, y,n,m)N(0,1)(n, t), (8)

where a is the spatially varying amplitude of stochastic forcing
for a given mode n and month m. The term N(0,1) is the corre-
sponding random time series for each mode drawn from a
standardized Gaussian distribution.

More specifically, we estimate F′ using following steps:

1) The stochastic component of Q′
net in CESM1 is computed

at each grid point using our estimated heat flux feedback
(F′ 5Q′

net 1 laT).
2) The spatial pattern of forcing (a) is determined using EOF

analysis of F′ across the North Atlantic domain (08–658N,
808W–208E) for each calendar month. The resultant EOFs
(in W m22) are the 12 monthly patterns for each mode (n).

FIG. 3. (a) Stochastic model hierarchy, increasing in complexity from bottom to top; h, la, and F′ indicate the
MLD, atmospheric heat flux feedback strength, and amplitude of stochastic forcing, respectively. Overbars indicate
annual mean values, while m indicates climatological monthly variation. In the entraining model, additional damping
from the entrainment (we) is included. (b) The same information is summarized in a table, where3 denotes that sea-
sonal variation in the corresponding variable is included.
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3) For each mode, a white noise time series is generated for
the length of the simulation (t 5 12 3 the number of years)
and is multiplied by the corresponding amplitude for each
month from the EOF pattern. This creates forcing patterns
with seasonally varying magnitude that are coherent in
space, but stochastic in time.

4) We retain enough modes to explain 90% of the variance for
each month and sum the values to reconstruct the monthly
varying forcing at each grid point while filtering out small-
scale structures. We then amplify the local white noise to
boost the variance of stochastic forcing back to 100% of the
total variance to ensure the local amplitude of the forcing is
replicated. The resultant forcing exhibits larger amplitudes in
winter and spring, particularly along the Gulf Stream and
Flemish Cap (Figs. 2a–d).

In summary, this formulation of stochastic forcing allows for
explicit examination of how spatial structure and seasonal de-
pendence of F′ influence SST variability.

c. Omission of the tropics

The tropics (points equatorward of 208N) are where two
key assumptions for the stochastic model are not appropriate.
The first assumption is that the surface heat flux, in particular
the solar radiation, is evenly distributed through the mixed
layer. This is less valid in the tropics, where the mixed layer is
often very shallow and penetration of solar radiation below
the mixed-layer base is needed to prevent unrealistically large
SST amplitudes (Davis et al. 1981; Hosoda et al. 2016).

The second assumption that atmospheric memory is short rela-
tive to the ocean is inappropriate; tropical atmospheric waves
and convectively driven fluctuations may have larger persistence
than midlatitude synoptic fluctuations, in addition to the influ-
ence of remote ENSO forcing (FK2002). Despite ENSO re-
moval, the heat flux feedback estimates in the tropics were weak
and insignificant at the 5% level (section 4a), resulting in large
SSTs in the stochastic model. This suggests that the sources of
tropical atmospheric persistence were insufficiently removed,
leading to reduction or cancellation of lag covariance between

Qnet and SST. Considering these complications, we omitted points
south of 208N in our regional analyses and AMV index to instead
focus our discussion on the extratropics where the stochastic model
assumptions hold.

5. Results from stochastic model integrations

a. A case study in the SPG (508N, 308W)

To crystallize our understanding of how seasonal variation
and entrainment impact SST variability across time scales, it
is useful to first focus on a single location. We thus perform a
case study at a point within the SPG (508N, 308W; Fig. 4a)
selected for three primary reasons:

1) The seasonal cycle is typical of the extratropics for all
parameters, with maximum (minimum) values in the winter
(summer) (Fig. 4b).

2) The point is away from regions of strong advection, such as
the Gulf Stream and the SPG boundary current, allowing for
focused analysis on the interplay between the three model
parameters and entrainment without confounding variables.

3) Most importantly, it is at the region of maximum loading
for the CESM-FULL AMV pattern, providing an opportu-
nity to investigate if the processes included in the stochastic
model are adequate to produce realistic low-frequency SST
variability where the signal is strongest.

At the point, we integrate the stochastic model starting from
January at a monthly step for 10000 years at each level of the hi-
erarchy. We then examine two aspects to capture how seasonal
variation of parameters and entrainment impacts SST variability
across time scales:

1) Seasonal-to-interannual persistence of SST using the monthly
lagged autocorrelation where lag 0 is February, the month of
the deepest MLD. This allows for evaluation of an end-
member case where we expect persistence to be longest and
facilitates detection of the re-emergence signal (Deser et al.
2003).

FIG. 4. (a) The AMV SST pattern calculated from the CESM-FULL simulation from 208–608N, 808–08W (dashed
box). The yellow star indicates the location of the subpolar gyre (SPG) point for the case study. (b) Seasonal cycles of
inputs parameters for the stochastic model at the SPG point, including MLD (blue; from CESM-FULL) as well as the
stochastic forcing amplitude (red) and atmospheric heat flux feedback strength (green; both estimated from CESM-
SLAB).
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2) SST power spectra to examine variability at interannual-
to-multidecadal time scales, with a focus on lower frequen-
cies to understand the drivers of AMV.

1) SEASONAL VARIATION IN FORCING AND DAMPING

The simplest stochastic model with annually averaged parame-
ters (Level 1 All Constant) produces exponentially decaying SST
anomalies (blue line, Fig. 5a), a canonical behavior of the FH77
model. In contrast, autocorrelation at the same point in CESM-
SLAB (gray line) exhibits slower decorrelation from April to
October. This persistent “shoulder” feature is generated by the
weaker stochastic forcing during summer while the heat capacity
of the mixed-layer remains fixed due to the constant MLD, and
is indeed seen in the stochastic model when the seasonal modula-
tion of the stochastic forcing is included [Level 2b Vary F′ (cyan)
and Level 3 Vary F′, la (red lines)]. The inclusion of weaker
summertime damping alone does not reproduce this feature
(Level 2a Vary la; yellow line), suggesting that seasonal variation

in damping is secondary to that of forcing in driving seasonal-to-
interannual SST persistence.

Proceeding to longer time scales, all non-entraining stochastic
models (Levels 1–4) have SST spectra that broadly resemble first-
order autoregressive (AR1) processes without pronounced spec-
tral peaks (Fig. 6a, and magenta curve in Fig. 6b). Adding
seasonal variation in damping and forcing slightly increases the
overall SST variance, particularly at frequencies between 5 and
20 years (Fig. 6a; Levels 2–3). This frequency dependence suggests
that increased summertime persistence in slab-like configurations
enhance SST variance beyond seasonal time scales. An important
difference between the CESM-SLAB and the stochastic models is
that the former includes two-way and nonlocal air–sea interactions,
such as the thermally coupledWalkermode described by Clement
et al. (2011). These nonlocal processes may provide additional
remote forcing, creating larger deviations of the CESM-SLAB
spectrum from the AR(1) model. Nevertheless, the total var-
iances for the CESM-SLAB and the stochastic models with
fixedMLDare broadly comparable (see the legend of Fig. 6a).

FIG. 5. (a) SST autocorrelations for the stochastic model at the SPG point with a constant MLD of 54.6 m (consistent
with CESM-SLAB) including cases where all parameters are constant (Level 1; blue); seasonal variation only in damp-
ing (Level 2a; gold) or forcing (Level 2b; cyan); seasonal variation in both (Level 3; red), and CESM-SLAB (gray) for
comparison. The shading indicates the 95% confidence level for each correlation. (b) Autocorrelation for the stochastic
models with increasing MLD complexity including seasonally varying MLD (Level 4; magenta), and with entrainment
(Level 5; orange). For comparison, CESM-FULL (black) is also included.

FIG. 6. The SST power spectra at the SPG point for stochastic models for the hierarchy (a) Levels 1–3 (i.e., the
non-entraining stochastic models with fixed MLD) and (b) Levels 4–5. The total SST variance for each case is indi-
cated in the legend. Each spectral estimate was tapered by 10%, and smoothed with a modified Daniell window of
350 (stochastic model) or 100 (CESM) adjacent bands.
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2) SEASONAL MIXED-LAYER DEPTH CYCLE AND

ENTRAINMENT

The importance of seasonal MLD variations is underscored by
the disappearance of the summertime persistence with its inclu-
sion (Level 4 Vary h; magenta line, Fig. 5b). Reduced heat capac-
ity due to the shallow summer mixed-layer amplifies both
stochastic forcing and heat flux feedback, more than compensat-
ing the weaker summertime values of these parameters and act-
ing overall to reduce persistence [see Eqs. (3) and (6)]. This
compensation is absent in slab ocean configurations with tempo-
rally fixed MLDs, allowing wintertime SST anomalies to persist
more readily from year to year, with minimal interruption from
weak summertime stochastic forcing. This is further reflected in a
large reduction in SST variance at low frequencies when includ-
ing seasonal MLD variations [Level 4 Vary h (magenta) versus
Level 3 Vary F′, la (red), Figs. 6a,b].

CESM-FULL exhibits strong rebounds of the autocorrela-
tion in each subsequent winter (black line in Fig. 5b), due to the
winter-to-winter re-emergence present in much of the global
oceans (Alexander and Deser 1995; Byju et al. 2018). The addi-
tion of the entrainment term allows the stochastic model to simu-
late both the correct timing and amplitude of the re-emergence
signal, despite lacking a fully dynamic ocean (Level 5 Entraining;
orange vs black lines in Fig. 5b). This suggests that at this loca-
tion where the CESM-FULLAMV signal is largest, entrainment
and seasonal MLD variations are key determinants of SST per-
sistence at seasonal-to-interannual time scales, without the need
for additional ocean dynamics.

On interannual and longer time scales, only the inclusion of
entrainment alters the shape of the SST spectra by reducing
its power, improving agreement with the CESM-FULL. This
primarily arises from the entrainment-related damping of SST
variability at all frequencies, particularly at interannual time
scales [Level 4 Vary h (magenta) versus Level 5 Entraining
(orange); Fig. 6b]. However, the SST spectrum is now under-
estimated at low frequencies compared to CESM-FULL, sug-
gesting that ocean processes beyond vertical entrainment are
necessary to enhance low-frequency SST variance (Garuba
et al. 2018). Overall, the striking consistency between the
short-time scale persistence and the SST spectra at periods up
to 5 years of the entraining stochastic model and CESM-
FULL lends confidence to the use of the stochastic model for
understanding the mechanistic underpinnings of SST variabil-
ity at this location.

b. Regional SST analysis

While seasonal MLD variation and entrainment are important
processes for realistic representation of SST variability at the
SPG point, their applicability over the broader North Atlantic re-
quires further investigation. We expand our analysis by integrat-
ing the model for 10000 years at each point across the Atlantic
basin. Parameters estimated at each grid from the CESM-FULL
(SLAB) are used for the entraining (non-entraining) stochastic
model to facilitate comparison. The same set of white noise time
series is used for all integrations, such that the resultant SSTs are
driven by spatially coherent stochastic forcing.

We focus our analysis on three key regions of the AMV horse-
shoe pattern to examine their dynamical origins: the SPG maxi-
mum (408–658N, 608–208W), subtropical gyre minimum (STGw;
208–408N, 808–408W), and the lobe of elevated values to the east
(STGe; 208–408N, 408–108W,) (Fig. 7a, inset). Autocorrelations
and power spectra are computed from the area-weighted average
SST over each region to assess if our conclusions apply beyond
our test point. While this box-averaged approach undoubtedly
conflates regions with very different dynamics, such as the Gulf
Stream and subtropical gyre within STGw, our objective here is
to obtain a broader understanding of how entrainment may con-
tribute to subsections of the AMV pattern and large-scale, low-
frequency SST behavior.

The conclusions at our test point hold for simulated SSTs
averaged over the larger SPG domain; entrainment damps
SST variability, particularly at interannual-to-decadal frequen-
cies, and its inclusion allows the stochastic model to approxi-
mate the SST autocorrelation in CESM-FULL (Figs. 7a,d).
One notable difference is that entrainment enhances SPG-
averaged SST variability at time scales greater than 20 years
[Fig. 7d, Level 5 Entraining (orange) vs Level 4 Vary h (magenta
lines)]. This suggests that at a regional scale, the reddening of the
spectrum due to longer memory from re-emergence overpowers
the entrainment-related damping. Despite this enhancement, the
stochastic model’s continued underestimation of the CESM-
FULL spectra at low frequencies underscores the importance
of low-frequency ocean dynamics beyond entrainment.

Within STGw, damping associated with entrainment yields
only modest improvements in modeling the CESM-FULL SST
behavior at interannual time scales (Figs. 7b,e). At longer time
scales, SST variance is overestimated (underestimated) at periods
between 5 and 10 (.10) years. Comparison of spectra at individ-
ual grid points reveals that the discrepancy at periods. 10 years
is not uniform throughout the domain, but primarily dominated
by underestimates within the western Sargasso Sea and south of
the Grand Banks that overpower overestimates along the Gulf
Stream (not shown). These are regions where we expect a domi-
nant role for horizontal advection, and their collocation with
poorer stochastic model performance emphasizes how entrain-
ment alone is insufficient to fully characterize SST behavior in
this region (Figs. 7b,e).

The importance of ocean dynamics beyond entrainment
becomes increasingly apparent in the STGe. Rebounds in SST
autocorrelation associated with re-emergence are inconsistent
with the behavior in CESM-FULL (Fig. 7c). Additionally,
entrainment-related damping widens the disagreement with
CESM-FULL, as the variance is underestimated at periods be-
tween 3 and 8 years (Fig. 7f), even if ENSO is removed from
CESM-FULL (not shown). This suggests that missing pro-
cesses from the stochastic model obscure the signal of reemer-
gence and counteract entrainment-related damping of SST
variability. One likely candidate is the subduction of anomalies
in the seasonal thermocline into the ocean interior (Qiu and
Huang 1995; Liu and Huang 2012), which may explain the
similar lack of SST reemergence observed in this region (de
Coëtlogon and Frankignoul 2003; Hanawa and Sugimoto
2004).
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c. The AMV pattern

In this section, we investigate the ability of the stochastic
model to reproduce the AMV pattern. We define the extratropi-
cal AMV index as the 10-yr low-pass filtered, area-weighted
average of SST anomalies in 208–608N, 808–08W (section 4c).
Including tropical points more than doubles the maximum
AMV amplitude in the tropical Atlantic, but does not impact
our conclusions (not shown). The AMV index is normalized
and regressed back to the SST anomalies to obtain the AMV
pattern (8Cs21

AMV), representing the SST anomalies associated
with typical AMV fluctuations (one standard deviation).

The stochastic model largely captures the spatial characteris-
tics of AMV and its canonical horseshoe pattern (Fig. 8). Key
features of CESM-SLAB pattern, including the maximum load-
ing in the subpolar and tropical regions as well as the connec-
tion, albeit weaker, between the two centers along the eastern
subtropics, are reproduced by the non-entraining stochastic
model (Level 3 Vary F′, la)}the level of hierarchy that corre-
sponds best to CESM-SLAB (Fig. 8a versus Fig. 8c). Despite
capturing the general features of the AMV pattern, the ampli-
tude of its centers of action and the AMV index remain under-
estimated: the variance of the index in the non-entraining
model is 43% of CESM-SLAB (cf. Figs. 8a and 8c). A possible
source for this discrepancy is the absence of two-way, air–sea
feedbacks, such as the wind–evaporation–SST (WES) feed-
back, which may potentially enhance low-frequency variability
(Oelsmann et al. 2020).

The SST maximum in CESM-FULL AMV pattern is weaker
than in CESM-SLAB and shifted eastward, away from the sea
ice edge, with no change of sign in the western subtropical gyre

(cf. Figs. 8c and 8d). The variance of the AMV index in CESM-
FULL is 45% of that in CESM-SLAB, reflecting enhanced low-
frequency variability in the latter. This comparison underscores
how the inclusion of ocean dynamics both alters the spatial pat-
tern and damps its magnitude of variability (Murphy et al. 2021;
Patrizio and Thompson 2021).

Including entrainment in the stochastic model (Level 5
Entraining) replicates this behavior by damping the pattern
and shifting the subpolar maximum eastward, although too far
toward regions of large annual MLD range in the northeast
Atlantic (cf. Figs. 8a and 8b). This results in considerable under-
estimates in the amplitude of low-frequency variability: the en-
training model’s AMV index has 51% of the variance in
CESM-FULL (cf. Figs. 8b and 8d). Thus, adding entrainment
excessively damps SST, necessitating the inclusion of missing
dynamics and nonlocal feedbacks, such as lateral advection or
WES, to accurately represent the AMV amplitude and pattern.

Considering the importance of spatially coherent forcing in
reproducing the AMV pattern, we explore if specific, leading
modes of atmospheric variability play a dominant role. Origi-
nally, we forced the stochastic model by including enough
EOF modes to explain 90% of the variance, with additional
corrections to ensure a consistent amplitude. For this addi-
tional calculation, we force the stochastic model with only
the first two EOFs of each month (which are the NAO and
east Atlantic pattern (EAP), respectively), separately and
in combination (i.e., EOF1 1 EOF2), without variance cor-
rection. The first and second modes explain 26.47% and
17.02% of the F′ variance, respectively. We focus our analy-
sis on the entraining case (Level 5) for comparison to
CESM-FULL.

FIG. 7. The (a)–(c) autocorrelations and (d)–(f) power spectra for SST anomalies averaged over (a),(d) the SPG, and the subtropical
gyre (b),(e) west and (c),(f) east. The corresponding bounding boxes are shown in the inset of (a), over the AMV pattern from CESM-
SLAB. The colors corresponding to each model configuration (Level 4 Vary h and Level 5 Entraining) are identical to previous figures.
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Forcing the stochastic model with dominant atmospheric
modes alone, whether NAO-like or EAP-like, does not capture
the canonical AMV pattern and underestimates its amplitude
by an order of magnitude (Figs. 9a–c vs Figs. 8b,d). The first
mode’s pattern instead resembles the SST tripole with a nega-
tive pole in the subtropics, as expected from NAO forcing
(Cayan 1992; Deser et al. 2010). Additionally, the northernmost
maximum is displaced too far north (south) for EOF 1 (EOF 2)
compared to the CESM-FULL AMV pattern. Applying both
modes combined only slightly improves the comparison against
CESM-FULL AMV pattern, but the negative subtropical pole
persists. Therefore, the higher modes of atmospheric forcing
are important for reproducing a single-signed AMV pattern
across the basin.

6. Discussion

a. The role of ocean dynamics

While our analyses focus primarily on the contribution of sea-
sonal variation and entrainment to AMV, several implications

emerge for the broader role of ocean dynamics in SST variability.
Prior to defining this role, we first qualify what falls under the
umbrella of ocean dynamics by adopting one of two frameworks.

First, we consider the seasonal mixed-layer cycle and entrain-
ment mechanism as part of the ocean’s local, passive response
as opposed to nonlocal, active ocean dynamics. Within this
framework, our results suggest that active ocean dynamics are
not essential for generating the spatial pattern of AMV. This
agrees with Clement et al.’s (2015) statement that the AMV
pattern arises from temporally stochastic atmospheric forcing,
and further affirms the importance of spatial coherence in heat
flux forcing. However, the stochastic model underestimates the
amplitude of AMV relative to CESM1, leaving a role for the
missing, active oceanic processes or nonlocal air–sea feedbacks.

A surprising result is the stochastic models’ ability to repro-
duce the SST persistence and spectra in the SPG, a region where
active ocean dynamics, such as overturning circulation and hori-
zontal gyre circulation, are thought to play an important role in
SST variability (McCarthy et al. 2015; Piecuch et al. 2017; Zhang
2017). Our results indicate that the collocated deep MLD and

FIG. 8. Comparison of AMV patterns (contour interval5 0:0258C s21
AMV) from the stochastic models with (a) spa-

tially varying, temporally constant h (i.e., non-entraining; Level 3 Vary F', la) and (b) adding seasonally varying MLD
and entrainment (Level 5 Entraining). The patterns from (c) CESM-SLAB and (d) CESM-FULL are also included.
The variance of the AMV index for each case is indicated in the title. The stippled regions in (a) and (b) indicate where
the estimated heat flux feedback is statistically insignificant, and is either set to 0 [in (a)] or replaced with the corre-
sponding CESM-SLAB values [in (b)].
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weak atmospheric damping synergistically enhance the memory
of SST anomalies in the SPG (Fig. 2). This enhanced memory
due to local conditions may explain the ability of slab simulations
to produce multidecadal variability with spatiotemporal charac-
teristics resembling AMV in the fully coupled system, but ulti-
mately driven by different dynamical processes (Garuba et al.
2018; Oelsmann et al. 2020).

However, the SST and AMV variance in SLAB remain over-
estimated relative to FULL. Previous works have interpreted
this difference as indicating the net damping effect of ocean dy-
namics (Yamamoto et al. 2020; Murphy et al. 2021; Patrizio and
Thompson 2021). These are illustrative of a second framework,
where all processes missing from SLAB, including seasonal
MLD variation and entrainment, are subsumed under the um-
brella of ocean dynamics. Our results support these previous as-
sessments up to interannual time scales and suggest that
entrainment is the primary damping mechanism rather than ad-
vection or nonlocal ocean dynamics. The stochastic model fur-
ther reveals a frequency-dependent effect, where entrainment
enhances (damps) variance at multidecadal (interannual) time
scales over key AMV regions. Determination of the contribu-
tion of ocean dynamics for AMV is thus sensitive to the inclu-
sion of entrainment and MLD variations.

Ratios of regionally averaged SST spectra underscore the
importance of entrainment for understanding SLAB versus
FULL differences and potential contributions of nonlocal ocean
dynamics (Fig. 10). Previous works have described the greater
variance of SST in SLAB simulations relative to both fully cou-
pled models and observations, particularly at interannual time
scales in the extratropical Atlantic (Zhang 2017; Garuba et al.
2018; Oelsmann et al. 2020; Murphy et al. 2021; Patrizio and
Thompson 2021). A notable exception where both configura-
tions have comparable power is found at periods . 50 years in
STGw, suggesting a substantial contribution of ocean dynamics
in this region (Fig. 10a). Unlike CESM-SLAB, the entraining
stochastic model’s spectra improve agreement with CESM-
FULL, particularly at periods up to 20 years, highlighting the
importance of including entrainment for representing SST be-
havior (Fig. 10b). A potential role of nonlocal ocean dynamics is
suggested by the underestimates at periods . 20 years remains

in the SPG and STGw. Further work is needed to identify
the origin of additional of low-frequency variability, poten-
tially through additionally levels in the stochastic model hi-
erarchy that include nonlocal ocean processes.

b. Uncertainties in parameter estimation

Interpretation of our results should include clarification of
uncertainties in parameter estimation. We estimated stochastic
model parameters from CESM1, with the objective of apply-
ing the hierarchy to understand the AMV in SLAB and FULL
simulations of this particular model. Differences in the relative
importance of these parameters across other models and ob-
servations may exist, particularly considering model biases
present in CESM1. For example, CESM1 has multidecadal

FIG. 9. The AMV patterns (8C s21
AMV) for the entraining stochastic model (Level 5) forced with (a) only EOF 1, (b) only EOF2, and

(c) both EOFs of the CESM-FULL stochastic forcing (F'). The variance of the AMV index is indicated above each panel.

FIG. 10. The log ratio of regionally averaged SST spectra (a) be-
tween CESM-SLAB and FULL and (b) between the entraining
stochastic model and CESM-FULL in the SPG, western subtropi-
cal gyre (STGw), and eastern subtropical gyre (STGe).
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SST variability that is weaker than observations (Kim et al.
2018a; Murphy et al. 2021), indicating that the discrepancy in
low-frequency SST variance between the entraining stochastic
model and observations is greater than with CESM-FULL.
Assuming that the AMV in the limited observational record is
robust, our results suggest that either the representation of en-
trainment, forcing, and damping processes in CESM-FULL is
different from observations, or that additional oceanic processes
are needed to enhance SST variance at low frequencies. Identi-
fying the contributions of each source to this discrepancy would
involve application of the stochastic model hierarchy to other
models and observations, and is left to future work.

Considering the importance of the seasonal mixed-layer cycle
for recovering realistic amplitudes of SST variability, we exam-
ine MLD biases in CESM1 relative to an observational estimate
from the Monthly Isopycnal/Mixed-layer Ocean Climatology
version 2.2 (MIMOC) (Schmidtko et al. 2013). The winter and
spring MLD in CESM1 are largely overestimated around
Greenland, north of 508N (Fig. 11). A deeper bias increases the
heat capacity of the mixed layer, weakening both forcing and
damping, suggesting that both CESM1 and the stochastic model
overestimate SST persistence in this region. In contrast, the

shallow MLD bias in the interior of the SPG, a key area for the
maxima of the AMV pattern, may potentially explain the lack
of power at low frequencies in CESM1 relative to observations
(Kim et al. 2018a; Murphy et al. 2021).

Of further relevance to the memory of SSTs is uncertainty
in the heat flux feedback estimates. Low-frequency variability
is sensitive to the strength of air–sea coupling, and fully cou-
pled model simulations may have heat flux feedbacks that are
too strong (Garuba et al. 2018). Our estimates of heat flux
feedback in CESM-SLAB and FULL exhibit pronounced dif-
ferences, where CESM-FULL has stronger damping over the
SPG, leading to an underestimate of SST variance by the latter
(Fig. 12). A possible explanation is the lack of interactive
ocean advection in SLAB, which increases the local SST auto-
covariance in SLAB, or the denominator in the feedback esti-
mates [Eq. (7)]. The resulting weaker heat flux feedback leads
to unrealistically large SPG SSTs in CESM-SLAB. If we inte-
grate the non-entraining stochastic model (Level 3) with FULL
heat flux feedback values rather than those from SLAB, the
AMV index variance is reduced by 25.7%, highlighting the sen-
sitivity of AMV amplitude to heat flux feedback estimates (not
shown).

FIG. 11. Seasonal mean differences in MLD [CESM-FULLminus Monthly Isopycnal/Mixed-layer Ocean Climatology
version 2.2 (MIMOC)], where positive values indicate overestimated MLD in CESM-FULL.
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c. Investigating additional ocean processes and limitations

While comparisons between the entraining stochastic model
and CESM-FULL provide a means to approximate the role of
the missing ocean dynamics, further insight on individual pro-
cesses can be obtained by revisiting the temperature equation
[Eq. (1)] and investigating neglected terms or simplifying as-
sumptions. An example is heat transport due to advection of the
temperature gradient by anomalous Ekman currents [Eq. (1),
term B], which can have magnitudes comparable to anomalous
heat flux forcing but with different seasonal variation, reinforcing
growth of extratropical Atlantic SST anomalies from late fall to
early winter (Frankignoul and Reynolds 1983; Frankignoul 1985;
Peng et al. 2006). Previous work has found that inclusion of
Ekman forcing (Qek) is important for obtaining detailed structure
and correct magnitude of large-scale SST patterns (Alexander
and Scott 2008). For a preliminary attempt, we compute the
advection of the mean temperature gradient due to anomalous
Ekman currents vertically integrated to the mean climatological
MLD:

Qek 5 2
cp
f

ty
­T
­x

2 tx
­T
­y

( )
, (10)

where f is the Coriolis parameter and t is the anomalous wind
stress, obtained via regression to the PCs from our EOF anal-
ysis of F′, thus recovering the seasonal patterns of wind stress
related to dominant atmospheric modes. The term Qek is not
applied at points adjacent to coastlines to focus on lateral
effects rather than vertical upwelling (Alexander and Scott
2008). Since Qek depends on atmospheric variables with short
memory, it is scaled by the same white noise time series as F′

[see Eq. (8)].
The addition of Qek to the entraining model (Level 51)

leads to increases in low-frequency SST variance in the SPG
(Fig. 13b), but degrades performance at higher frequencies and
in other regions (Fig. 13c vs Fig. 10b). The most noticeable im-
pact is on the AMV pattern: the subpolar maximum is enhanced
and shifted southward toward the region with the largest SST
gradient near the North Atlantic Current (Fig. 13a). This suggests
that Qek is a potential source of additional low-frequency vari-
ability and slightly improves the ability of the stochastic model to
capture the spatial aspects of AMV in the subpolar region.

An additional assumption to interrogate is the fixed seasonal
cycle in MLD. Previous studies have noted that MLD anoma-
lies, in concert with anomalous heat fluxes, act to warm the
SPG region, playing an important role in modulating AMV

FIG. 12. Differences in seasonally averaged heat flux feedback between CESM-FULL and CESM-SLAB. Stippling in-
dicates where either SLAB or FULL estimates are insignificant.

L I U E T A L . 105515 FEBRUARY 2023

Brought to you by MBL/WHOI Library | Unauthenticated | Downloaded 01/24/23 04:17 PM UTC



(Yamamoto et al. 2020; Li et al. 2020). Interannual MLD varia-
tions could thus provide a source of enhanced variability at low
frequencies, but could also impact the entrainment mechanism
by preventing consistent re-emergence of wintertime anomalies,
potentially reducing memory of wintertime SSTs (Buckley et al.
2019). Critical examination of MLD variability’s competing ef-
fects on the memory of SST anomalies is needed to constrain its
impact on AMV.

As a low-resolution model, CESM1 has limitations in repre-
sentations of ocean processes, such as biases in the Gulf Stream
position and separation and reduced variance due to lack of ed-
dies, as commonly found in other low-resolution climate models
(Kirtman et al. 2012). Since the parameters of the stochastic
model and inferred role of the ocean dynamics beyond entrain-
ment depend upon CESM1, our results are limited to under-
standing only SST variability and AMV within this model.
Further work involving analysis of higher-resolution models or
observations is needed to discern the role of ocean processes
misrepresented in CESM1. In addition to resolution depen-
dence, repeating the study for other models can serve to evalu-
ate intermodal consistency in the role of entrainment.

7. Summary

Studies partitioning ocean–atmosphere contributions to AMV
employ comparisons between model simulations with slab and
fully dynamic ocean components. However, complete removal
of interactive ocean dynamics in slab-like configurations pre-
vents transparent understanding of how individual processes
contribute to SST variability and SLAB-FULL differences. We
use a hierarchy of stochastic models to systematically investigate
the contribution of seasonal variation in upper-ocean parame-
ters and mixed-layer entrainment in SLAB and FULL CESM1
simulations.

The entraining stochastic model successfully reproduced both
the seasonal persistence and SST spectra at the subpolar maxi-
mum of the CESM-FULL AMV pattern. We expanded our
analysis to key regions of the AMV pattern in the North Atlantic
to isolate the role of entrainment and its ability to reproduce
regional autocorrelation, spectra, and AMV pattern compared
to the corresponding CESM simulation. The key findings of
this work are as follows:

1) Seasonal variation in atmospheric forcing and upper-ocean
parameters is important for capturing SST behavior, and the
absence of seasonal MLD variations in CESM-SLAB creates
unrealistic persistence and enhanced low-frequency variance.

2) Entrainment damps SSTs at interannual time scales, but
slightly enhances variance at decadal and longer time scales
when considering area-averaged SST over key extratropical
regions of the AMV pattern. The variance at low frequencies
remains underestimated, leaving a role for missing nonlocal
feedbacks or ocean dynamics, such as advection or subduc-
tion (section 3a), to enhance SST variability.

3) The canonical AMV horseshoe pattern is reproduced by
spatially coherent stochastic atmospheric forcing, but its
amplitude is underestimated by up to ;50%, suggesting
that two-way large-scale air–sea coupling, and/or ocean dy-
namics substantially contribute to AMV.

To conclude, we emphasize that the objective of the stochas-
tic model hierarchy is not the perfect simulation of SSTs, but
to improve physical understanding of how individual processes
contribute to SST variability. Our investigation elucidated the
importance of both seasonal variation and entrainment for
capturing the persistence and spectra of SST and understand-
ing the SLAB versus FULL variance difference. Comparison
with CESM-FULL suggests that ocean dynamics absent from
the stochastic model play a substantial role in capturing the
amplitude of SST variability, particularly at low frequencies

FIG. 13. (a) AMV pattern (contour interval5 0:0258C s21
AMV) for the entraining stochastic model with Ekman forcing

(Level 51). Log ratios of regionally averaged SST spectra (b) between the entraining stochastic model with (Level 51)
and without (Level 5) Ekman forcing and (c) between the entraining stochastic model with Ekman forcing (Level 51)
with CESM-FULL.
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and over regions such as the western subtropics. Thus, delin-
eating the ocean’s role for AMV requires careful consider-
ation of both mixed-layer depth variations and entrainment
and further investigation of individual ocean processes.
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