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The competition between anthropogenic aerosol and
greenhouse gas climate forcing is revealed by North
Pacific water-mass changes
Jia-Rui Shi1*, Susan E. Wijffels1, Young-Oh Kwon1, Lynne D. Talley2, Sarah T. Gille2

Modeled water-mass changes in the North Pacific thermocline, both in the subsurface and at the surface, reveal
the impact of the competition between anthropogenic aerosols (AAs) and greenhouse gases (GHGs) over the
past 6 decades. The AA effect overwhelms the GHG effect during 1950–1985 in driving salinity changes on
density surfaces, while after 1985 the GHG effect dominates. These subsurface water-mass changes are
traced back to changes at the surface, of which ~70% stems from the migration of density surface outcrops,
equatorward due to regional cooling by AAs and subsequent poleward due to warming by GHGs. Ocean sub-
duction connects these surface outcrop changes to the main thermocline. Both observations and models reveal
this transition in climate forcing around 1985 and highlight the important role of AA climate forcing on our
oceans’ water masses.
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INTRODUCTION
The global hydrological cycle is enhanced due to anthropogenic
warming of the global surface and lower atmosphere based on
theory and models (1–4). This results in a pattern amplification
of evaporation minus precipitation as the warmer air can hold
and transport morewater vapor (4–6). From an oceanic perspective,
the “fresh gets fresher, salty gets saltier” pattern of salinity expresses
a fingerprint of this intensifying water cycle (7–13). Historical ocean
observations provide valuable information used to detect and un-
derstand this anthropogenically induced change to the hydrological
cycle (9, 13), which has been more difficult to detect in the sparse
and noisy observational record of rainfall and evaporation. In terms
of ocean temperature change, the near-surface ocean has warmed,
especially since about 1950. Surface warming (and freshening) can
lead to a poleward shift of the location of an isopycnal (i.e., a surface
of constant potential density) outcrop. Compared with the effect of
salinity amplification, the broad-scale warming in the subtropics
dominates outcrop migration (14). It has been found that this
outcrop migration is an important factor in explaining the water-
mass changes in density space because the strongest change
appears in the high-gradient regions of the climatological mean
surface salinity (15). Although the global ocean warming was
monotonic, the historic migration of isopycnal outcrops has not
been unidirectional in some regions, e.g., the North Pacific, as dis-
cussed in this study, and the outcropmigration effect on water-mass
changes remains to be quantified.

Greenhouse gases (GHGs) and anthropogenic aerosols (AAs)
are two major anthropogenic forcing agents that have driven histor-
ical climate change (16–22). For instance, more than 90% of the
excess heat taken up by the Earth system since 1970 is stored in
the ocean, which is an excellent indicator of the aggregate
warming effect dominated by GHG forcing (23, 24). On the other
hand, the substantial emissions of AA after World War II are
cooling the Earth (25, 26) and can compensate for part of the

GHG-induced warming. AAs can also give rise to characteristic re-
gional climate responses, such as a shift of the intertropical conver-
gence zone linked with an AA-induced interhemispheric energy
imbalance, Sahel drought and recovery, and changes in trade
winds and the Walker circulation (27–31). Recently, the Pacific
Ocean has attracted much attention in terms of the substantial
changes or oscillations induced by AA forcing (32–37). Therefore,
the detectability of an aerosol climate effect could be higher in the
Pacific basin, especially in the North Pacific, which is close to the
present largest source of emissions in the Northern Hemisphere.

Because AA has been an essential forcing agent in historical
climate change, it should have left its long-lasting “fingerprints”
in the ocean, whose adjustment time to surface forcing is decades
to centuries. However, unlike GHG forcing, the AA fingerprints re-
corded in the interior ocean have remained unclear to date. In this
study, we investigate Pacific thermocline water-mass change (by
which we mean the modification of the temperature-salinity rela-
tionship), which provides an alternative viewpoint of the tempera-
ture and salinity changes commonly diagnosed on pressure
surfaces. It also provides a clear linkage between surface and subsur-
face responses through natural wind-driven subduction (15, 38) and
may reveal the respective contributions from these two major an-
thropogenic forcings.

RESULTS
Observed water-mass changes in the Pacific
Salinity changes diagnosed on an isopycnal can be used to distin-
guish water-mass changes from the changes driven by the vertical
movement of isopycnals (referred to as heave) that a planetary wave
or eddy may cause (14, 39). In the zonal average, the North Pacific
thermocline (σ1 < 31 kg m−3) shows opposing trends of observed
salinity change along isopycnals in the period 1950–1985 compared
to 1985–2014 (Fig. 1). This is found consistently in two different
historical data products: the EN4 product from the Met Office
Hadley Centre and the IAP product from the Institute of Atmo-
spheric Physics (40, 41). This nonmonotonic water-mass change
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contrasts with many indices dominated by a largely monotonic
GHG forcing (21). In addition, the freshening at around σ1 = 30.0
kg m−3 during 1985–2014 is stronger than the salinity increase
during 1950–1985.

As found previously (15), subsurface ocean changes are often
tightly linked to salinity changes upstream at the surface outcrops
of subducting isopycnals (circles in Fig. 1, hereafter dSoutcrop), re-
flecting the role of ocean subduction in the penetration of surface
signals into the thermocline. These outcrop salinity changes are
largely explained by the meridional shift of isopycnals through
the background mean surface salinity field (squares in Fig. 1, here-
after dSshift), primarily due to changing surface temperature. For in-
stance, when an outcrop migrates away from the surface subtropical
salinity maximum, freshening results. Therefore, the observed in-
crease and subsequent decrease of salinity on the isopycnal surfaces
that outcrop poleward of the surface salinity maximum reflect the
equatorward and then poleward shifts of the outcrop. This

migration of outcrops is associated with a corresponding surface
cooling and subsequent warming (fig. S1). It is associated with
the phase change of the Pacific Decadal Oscillation, which includes
both internal variability and externally forced components. A
strong fingerprint of this process (15) is that the maximum subsur-
face trends occur along isopycnals that outcrop in the vicinity of the
surface salinity front (strong meridional gradient)—around 30°N
(indicated by the black triangles in Fig. 1 and fig. S2) in the
Pacific. These results confirm that isopycnal migration is more con-
sequential for thermocline salinity trends than surface salinity var-
iation. Furthermore, the agreement between the diagnosed changes
following the outcrop at the surface and those found in the subsur-
face along isopycnals strongly hints that the salinity anomalies in the
ventilated thermocline originate at the surface and are spread to the
interior via subduction.

In the map depicting salinity trends on the density surface of the
aforementioned salinity front, the North Pacific exhibits a strong

Fig. 1. Zonally averaged observed salinity trends in density space in the Pacific basin. Salinity trends [colors, practical salinity unit (psu)/decade] from the EN4
product for (A) 1950–1985 and (B) 1985–2014. (C and D) Observed salinity trends from the IAP product. Climatological annual mean salinity is shown as black contours,
with thicker contours in every 0.5 psu. Circles arewinter surface salinity anomalies at the salinity front (dSoutcrop), and squares are the salinity anomalies due to the outcrop
meridional shift (dSshift; psu/decade). Black triangles indicate the density level where themean surface salinity meridional gradient is themaximum (with negative values),
i.e., the salinity front, in the North Pacific. Regions where the linear trend is not significant at the 95% confidence level are hatched in gray.
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and widespread salinification during the former period and fresh-
ening during the latter period (Fig. 2). Once again, it is confirmed
that outcrop migration is the dominant driver of salinity change at
the outcrops. The strong signals are concentrated in the central
North Pacific (170°E to 130°W) close to the region of the Central
ModeWater (42), where the isopycnal outcrops undergo substantial
migration (fig. S1). These signals at outcrops then penetrate west-
ward and equatorward into the ocean interior, following the
known geostrophic flow pathways (43, 44). This penetration from
subtropics to tropics is also evident in the Hovmöller diagram
about the salinity anomalies along an isopycnal (fig. S3). These
figures support the idea that mean subduction associated with the
ventilated thermocline spreads the surface changes into the gyres.

There are some noteworthy differences between the two obser-
vational products. While the long-term trends in the North Pacific
share a similar pattern, they have different magnitudes, which
provide a coarse indication of the observational uncertainty. The
trends in the Southern Hemisphere show different signs during
1950–1985, with EN4 featuring an increase in salinity, but IAP a
broad freshening (Fig. 1, A and C). In addition, there is a disagree-
ment between the surface and subsurface changes from EN4 in the
Southern Hemisphere: The surface has experienced a weak freshen-
ing around 30°S and 30.0 kg m−3, but significant positive trends oc-
curred in the corresponding subsurface regions. We contend that
these larger differences in the South Pacific stem from the severe

sparseness of observations during the earlier period such that the
results are highly sensitive to differences in interpolation and gap-
filling methods. In contrast, the stronger agreement in the North
Pacific reflects the larger amount of pre-1985 hydrographic data
available in that basin.

Anthropogenic effects diagnosed from CMIP6 experiments
Historical all-forcing simulations from 10 models (table S1) of the
sixth phase of the Coupled Model Intercomparison Project
(CMIP6) appear to reproduce many of the above observed features
in North Pacific water-mass change. During 1950–1985, most
models produce a salinification in the subtropical North Pacific
thermocline water masses (fig. S4). In contrast, many models
show freshening during 1985–2014 (fig. S5) in the region character-
ized by high climatological mean salinity. We also find that the
maximum water-mass change occurs at different mean densities
in different models, but in all models, water-mass change common-
ly originates from the surface region of the salinity front for that
model (black triangles in figs. S4 and S5). Moreover, along with
the consistent responses at the outcrop, the aforementioned isopyc-
nal migration mechanism appears to be operating in the models
as well.

One notable difference between the models and observations is
the lack of increasing salinity in the past 30 years in the shallow ther-
mocline layers (σ1 < 29 kg m−3) that outcrop equatorward of the

Fig. 2. Observed salinity trends at the density level of the North Pacific salinity front. Salinity trends (colors, psu/decade) from (A and B) EN4 and (C and D) IAP.
Circles are winter dSoutcrop, and squares are winter dSshift (psu/decade). Climatological annual mean salinity is shown as black contours, with thicker contours in every 0.5
psu. The density level is indicated by the black triangle in Fig. 1.
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salinity maxima. While three models show weak salinification
(compared to the observations), these layers largely freshen in the
other models. One potential explanation is that near-surface tropi-
cal freshening could be diffused into the upper thermocline in the
models more than occurs in nature. The strong tropical natural var-
iability can be another important factor here.

To isolate the roles of AAs and GHGs in these simulated histor-
ical responses, we analyze the trends from single-forcing runs, i.e.
AER and GHG runs, respectively (seeMaterials andMethods). AER
runs show significant positive salinity trends in the North Pacific
thermocline in each model over 1950–1985 (Fig. 3), which are asso-
ciated with the equatorward shift of isopycnals due to local surface
cooling. Within the same period, GHG runs show the opposite re-
sponse due to the induced surface warming (fig. S6), although the
magnitude of the change is smaller than that from AER runs in this
period. Hence, the aerosol effect dominates the historical response
during this early period (fig. S4). In contrast, after around 1985, the

freshening induced by GHGs alone (Fig. 4) overwhelms the salini-
fication from AAs alone (fig. S7), resulting in an overall freshening
signal in HIST all-forcing runs (fig. S5). We thus see a competition
between AAs and GHGs in driving changes in North Pacific ther-
moclinewater masses, with AA cooling dominating before 1985 and
GHG warming afterward. In addition to the zonal mean approach
used to reduce background noise, the salinity trend maps from
CMIP6 models (fig. S8) align with the patterns observed (Fig. 2),
highlighting the clear and dominant effects of aerosol and GHG
forcings during different periods.

Thewide variation inmean water-mass spatial structure between
models is an obstacle to directly comparing a multimodel mean
(MMM) section of the simulated results with observations. Given
that, we focus on the salinity anomalies at the outcrop (Soutcrop)
found at the surface salinity front (shown as black triangle in
figures) in each model to investigate the detailed time evolution
of these changes. The MMM of Soutcrop in the historical runs

Fig. 3. Zonally averaged salinity trends (1950–1985) in density space in the Pacific basin from AER single-forcing runs for each CMIP6 model. Climatological
annual mean salinity is shown as black contours, with thicker contours in every 0.5 psu. Circles are winter surface salinity anomalies at the salinity front (dSoutcrop), and
squares are the salinity anomalies due to the outcropmeridional shift (dSshift; psu/decade). Black triangles indicate the salinity front in the North Pacific. Regions where the
linear trend is not significant at the 95% confidence level are hatched in gray.

S C I ENCE ADVANCES | R E S EARCH ART I C L E

Shi et al., Sci. Adv. 9, eadh7746 (2023) 20 September 2023 4 of 9

D
ow

nloaded from
 https://w

w
w

.science.org at M
arine B

iological L
ab - M

B
L

W
H

O
I L

ibrary on Septem
ber 22, 2023



shows a clear nonmonotonic response of salinity in density space
(black curve in Fig. 5A). This nonmonotonic behavior is evident
in the migration of the outcropping latitudes (Fig. 5C) and thus
the salinity change driven by such meridional migration (Sshift)
(Fig. 5B). Notably, the two observation-based datasets are generally
consistent with the CMIP6 MMM. We note that there are decadal
oscillations evident in the observations, which likely reflect the in-
ternal climate variability averaged out in the MMM. The salty spike
in the IAP dataset just before 1960 is the largest departure between
models and observations and even between two observation data-
sets (Fig. 5A). Isopycnal shifts from IAP and EN4 also show oppo-
site directions (Fig. 5C). In addition, it is the only clear case of
decadal variability in IAP and EN4 that is out of phase. Hence,
this discrepancy in sea surface salinity anomalies between IAP
and EN4 can be attributed to the sparsity of observations during
the early period. Despite this, most estimates show outcrop salinity
reaching a higher level during the 1970s and 1980s.

The impact of the two anthropogenic drivers is clearly evident in
the GHG and AER runs, where both produce quasi-monotonic
changes in our salinity index (Fig. 5). However, the strength of
their impact varies in time: AAs (blue curve; Fig. 5) induce rapid
changes during the first several decades, and an almost flat or
weakly reversed response since the 1980s (figs. S9 and S10); the
GHG effect (red curve; Fig. 5) is more monotonic and becomes
stronger during recent decades.

To further explore the model spread of these responses, we use
the piecewise trends of our salinity index calculated for each model.
Despite different model water-mass geometries and the observa-
tions featuring varying density levels of the water-mass responses
(Figs. 1 and 3), it is striking to find a clear intermodel relationship
between dSoutcrop and dSshift in the North Pacific (Fig. 6). With a
very strong intermodel correlation (r ≥ 0.87), dSshift accounts for
around 60 to 75% of dSoutcrop based on a linear regression (Fig. 6,
A and C). Similarly, the correlation is strong between the change of

Fig. 4. Zonally averaged salinity trends (1985–2014) in density space in the Pacific basin from GHG single-forcing runs for each CMIP6 model. Climatological
annual mean salinity is shown as black contours, with thicker contours in every 0.5 psu. Circles are winter surface salinity anomalies at the salinity front (dSoutcrop), and
squares are the salinity anomalies due to the outcropmeridional shift (dSshift; psu/decade). Black triangles indicate the salinity front in the North Pacific. Regions where the
linear trend is not significant at the 95% confidence level are hatched in gray.

S C I ENCE ADVANCES | R E S EARCH ART I C L E

Shi et al., Sci. Adv. 9, eadh7746 (2023) 20 September 2023 5 of 9

D
ow

nloaded from
 https://w

w
w

.science.org at M
arine B

iological L
ab - M

B
L

W
H

O
I L

ibrary on Septem
ber 22, 2023



outcrop latitudes (dLat) and dSoutcrop (Fig. 6, B and D). Moreover,
this intermodel spread in dLat is affected by the global mean surface
temperature change (fig. S11), which reflects the model-dependent
climate sensitivity to anthropogenic forcings. In addition, the differ-
ences in mean salinity gradient among models have little contribu-
tion to the spread of dSoutcrop (fig. S12).

During 1950–1985, the trends from the all-forcing experiment
and observations are located within the same quadrant as the
results from AER runs (Fig. 6, A and B). This indicates that the
AA fingerprint on water-mass change is prominent during this
period. Because of the “spike” around 1960 (Fig. 5A), the IAP
dataset shows a smaller change than that from EN4 dataset, but
the observations generally lie on the regression line of the models.

For the three decades after 1985, the results from the HIST runs and
observations are dominated by the GHG effect (Fig. 6, C and D).
Moreover, there is no good agreement about the direction of
change (i.e., sign of the trends) induced by AA forcing across
models during this period. In other words, AAs from some
models reinforce the GHG effect but offset it in others in this
latter period. Clearly, the change in the sign of the trend of North
Pacific water-mass variation reflects the domination of AA forcing
in the earlier period and GHG forcing in the latter.

DISCUSSION
We have isolated and detected the fingerprint of AAs in subsurface
water-mass changes for the first time. Our focus is the relatively
well-observed North Pacific Ocean. Like the extensively studied an-
thropogenic signals in the ocean associated with GHG warming
(45–47), AA climate forcing should have left long-lasting oceanic
signals, such as the equatorward migration of isopycnal outcrops
primarily due to the regional surface cooling (14) found in this
study. We show that multidecadal interior thermocline water-
mass changes (salinity changes on density surfaces) in the North
Pacific can be understood in terms of this outcrop migration,
which drives salinity increase at the surface outcrop around 30°N,
and the resulting penetration of these changes into the ocean inte-
rior along the isopycnals via subduction. This mechanism, found
before for average changes in 1950–2008 (15), provides a clear
path for the subsurface ocean to retain detectable evidence of an-
thropogenic forcings. We find that salinity change due to isopycnal
migration accounts for ~70% of total salinity change following out-
crops in the vicinity of the salinity front in the North Pacific.

We find a clear competition between GHG forcing and AA
forcing during the historical period since 1950, and their individual
effects dominate the North Pacific water-mass changes during dif-
ferent periods. AA forcing on North Pacific thermocline water
masses is dominant over the GHG effect during 1950–1985 based
on model experiments with AA and GHG forcing separated, result-
ing in salinification in the historical all-forcing simulations, which is
consistent with the observed changes. After this period, GHG
impacts take over, leading to freshening on the density surfaces,
again consistent with the observations. Analysis of trends of salinity
following outcrops in the periods before and after 1985 across
models and observations confirm this handover from one forcing
type to another (cooling by AA to warming by GHG) around the
subduction sites in the central North Pacific gyre. The strength of
the water-mass signal is linearly related to outcrop migration
strength, which in turn is controlled by the surface warming/
cooling signal in the region. Overall, this nonmonotonic behavior
is a clear “fingerprint” from the competition between the strength
of these two anthropogenic forcings.

Our study has focused on the North Pacific largely due to its rel-
atively rich historical observation record and predominantly zonal
outcrop and water-mass structures, the former allowing detection
and the latter allowing us to use zonal averages in our pattern anal-
ysis. We have looked at the modeled water-mass changes in other
ocean basins, which reveal a similar story around the dominant
effect of outcrop migration in the two eras examined here, although
detection of these signals in those basins will require a more sophis-
ticated approach, which will be a topic for future work.

Fig. 5. Time evolutions of the salinity and latitudes of outcrops. Time series of
(A) Soutcrop in the North Pacific (black triangles in previous figures) from observa-
tions (EN4 as green curve and IAP as cyan curve) and CMIP6 simulations (HIST
MMM shown as black curve). (B) Sshift. (C) Latitudes of the winter outcrops. AER
result (blue curve) is relative to the 1950–1985 mean, and GHG result (red curve)
is relative to the 1985–2014 mean, with the remaining curves relative to the mean
of 1950–2014. Gray shading shows ±2 × the SE for HIST across 10 models at each
time step.
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In our study, we have linked the GHG-induced surface warming
and aerosol-induced cooling to changes at the outcrops and, subse-
quently, the interior ocean (via mean subduction). We have not
looked in detail at what controls the detailed patterns of surface
temperature change in this study. Exploring this poses interesting
questions that warrant further investigation in the future.

Future projections assume that AAs will decrease substantially
due to air pollution regulations and the short residence time of aero-
sols (20, 48). This implies that AAs and GHGs will work in the same
direction to create even stronger warming and thus water-mass
changes. This will certainly extend beyond the North Pacific
Ocean. With a better global ocean observation network in place,
we expect that warming-driven water-mass changes will continue
to intensify and penetrate larger volumes of the global ocean.

MATERIALS AND METHODS
Observational datasets
Temperature and salinity from EN4 and IAP datasets were used to
examine the water-mass trends since 1950. EN4 (version EN4.2.2) is
an observation-based gridded dataset from the Met Office Hadley
Centre for the subsurface properties for global oceans with monthly

resolution (40). The bathythermograph bias was corrected using the
methods from (49, 50). The data are on a regular 1° × 1° latitude-
longitude grid with 42 vertical depth levels in the upper 2000m. The
IAP dataset from the Institute of Atmospheric Physics provides
monthly mean ocean temperature and salinity starting from 1940
(41). The data are on a regular 1° × 1° grid with 41 vertical depth
levels in the upper 2000 m. We investigate the period of 1950–2014
to compare with the historical simulations from the CMIP6 models.

For the surface air temperature (the temperature at a height of 2
m), we used the ERA5 global reanalysis data and its back extension,
which reaches back to 1950 (51). Global mean surface temperature
(GMST) is calculated by averaging surface air temperature.

CMIP6 experiments and models
In this study, we mainly used three CMIP6 experiments: the histor-
ical all-forcing experiment (HIST), the greenhouse gas single-
forcing experiment (GHG), and the anthropogenic aerosol single-
forcing experiment (AER) (52, 53). HIST runs aim to reproduce ob-
served climate change and include realistic external forcing from
GHGs, AAs, insolation, ozone depletion, volcano eruption, and
land-use change. To better understand the effect of major anthro-
pogenic forcing agents, GHGs and AAs are the only time-varying

Fig. 6. Links to salinity trends and outcropmigrations. Scatterplot for dSoutcrop against (A and C) dSshift and (B andD) the trend of thewinter outcrop latitudes (dLat) in
the North Pacific. (A) and (B) show trends during 1950–1985, and (C) and (D) show trends during 1985–2014. Each circle represents the result from each model ensemble
mean. Squares are estimates from the observation products. The correlation coefficients across model runs are shown in the bracket. The linear regression line is drawn
when the regression is significant at the 95% confidence level.
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forcing agent with other terms fixed at the preindustrial level in
GHG and AER runs, respectively. Each experiment covers the
period from 1850 to 2014. We analyzed the period since 1950 to
compare simulations with observations. The turning point to calcu-
late the piecewise trends is chosen as year 1985. The results are in-
sensitive when the turning point is chosen within the 1980s. In
addition, the preindustrial (piControl) runs, to which no external
forcing is applied, were also used to obtain the subsurface drifts
of water mass from models, which should be removed from HIST,
GHG, and AER runs (see below).

We used 10 CMIP6 models that performed all of the aforemen-
tioned experiments. Each model has several ensemble members,
forced by the same external forcing, but exhibits different internal
climate variability. The number of ensemble members for each
model is listed in table S1. The ensemble mean was calculated to
remove the internal variability to some extent from each model
and largely reflects the responses driven by external forcing. We in-
terpolated all the outputs from models to a regular 1° × 1° grid.

Water-mass changes
Potential density was calculated using potential temperature and
salinity fields from two observed datasets and all CMIP6 simula-
tions (54). σ1 (potential density referenced to 1000 dbar) was used
to more accurately represent the observed water-mass change
within the upper 2000 m. All gridded fields were then linearly in-
terpolated onto density (σ1 = 26–32.3 kg m−3) levels. The salinity
and temperature exhibit the anomalies with the same structure
and opposite signs when they were examined on the density coor-
dinate. In this study, we use salinity change in density space to rep-
resent the water-mass change.

The salinity change at the maximum winter (March for North-
ern Hemisphere and September for Southern Hemisphere used
here) outcrop (where σ1 reaches the surface), of which the latitudes
change over time, can be decomposed into several terms (15)

dS
dt
j
σ1;x
�

dS
dy

dy
dt
j σ1;x þ

dS0

dt
j
σ1;x

ð1Þ

where x and y are longitude and latitude of the outcrops, S is the
climatological mean salinity for 1950–2014, S0 is the temporal per-
turbation, and total salinity is defined as S ¼ Sþ S0. The first right-
hand-side (rhs) terms in Eq. 1 are salinity changes at the outcrop
due to a meridional shift of the outcrop. The second rhs term is
the temporal change of the surface salinity field, likely due to fresh-
water flux changes, at time-varying outcrop. In this study, we
focused on the contribution of the change due to a meridional
shift (first rhs term, hereafter dSshift) and found that it plays the
leading role in the total water-mass change at the outcrop (left-
hand-side term, hereafter dSoutcrop) and further affects the subsur-
face water masses. For presentation, these salinity changes, i.e.,
dSoutcrop and dSshift, at the outcrops are used to calculate zonal
mean along the outcrops for the Pacific basin. In this study, we
focus on the North Pacific water-mass change, but the South
Pacific responses are also shown for completeness.

The change associated with a meridional shift can be further de-
composed into two parts. One is the meridional gradients in the
mean salinity filed, dSdy jσ1;x. The other is the meridional shift of the

outcrop, dy
dt jσ1;x (dLat in the main text and figures), which is

sensitive to surface temperature change (10). We further investigat-
ed and quantified the contribution of these two components to
dSoutcrop and the associated intermodel spread.

Model drift removal
Coupled climate models are prone to long-term drift, which can
contaminate the detection of long-term trends driven by external
forcing. After the outputs from piControl run from each model
were converted to the density coordinate, we estimated the drift
of salinity in density space at each grid point by fitting a cubic poly-
nomial. Realizations in the forced experiments branch out from pi-
Control run at different times. Using the branch time information
(the time when forced experiments branch out) provided in the file
metadata, the correct segment of the cubic polynomial from piCon-
trol was subtracted from the forced simulation. After removing the
drift, we conducted the ensemble mean and zonal mean in the
Pacific basin, and finally calculated the trends for certain periods,
i.e., 1950–1985 and 1985–2014.
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Table S1. CMIP6 models and the number of realizations used in this study. The left column shows the 
names of 10 CMIP6 models, in which all three of the HIST, AER, and GHG runs are available. The right 
column shows the number of realizations in these externally-forced runs for each model. The realizations 
used are shown in the bracket.  

Model Names Number of Realizations used in HIST, AER, and 
GHG 

ACCESS-CM2        3 (r1-r3) 

ACCESS-ESM1-5        3 (r1-r3) 

CanESM5         15 (r1-15) 

CESM2          2 (r1 and r3) 

CNRM-CM6-1         3 (r1-r3) 

HadGEM3-GC31-LL         4 (r1-r4) 

IPSL-CM6A-LR  10 (r1-r3) 

MIROC6          3 (r1-r3) 

MRI-ESM2-0  5 (r1-r3) 

NorESM2-LM            3 (r1-r3) 



Fig. S1. North Pacific winter sea surface temperature trends for different periods from EN4 (a,b) and IAP (c,d). 
Black contours are 1950-1954 mean winter σ1 at the sea surface (outcrops). Green contours are 1983-1987 
mean outcrops. Purple ones are 2010-2014 mean outcrops. The thicker contours indicate the outcrop locations 
for σ1 =29.8 and 30.2.  



Fig. S2. Zonal mean climatological meridional salinity gradient at the winter surface outcrops in the North Pacific 
from observations (dashed curves) and CMIP6 models. The zonal mean is calculated along each outcrop. 



Fig. S3. Hovmöller diagrams of the salinity anomalies at the salinity front in the North Pacific from CMIP6 HIST 
runs and observations. 



Fig. S4. As in Fig. 3, but for 1950-1985 trends from HIST runs. 



Fig. S5. As in Fig. 3, but for 1985-2014 trends from HIST runs. 



Fig. S6. As in Fig. 3, but for 1950-1985 trends from GHG runs. 



Fig. S7. As in Fig. 3, but for 1985-2014 trends from AER runs. 



Fig. S8. Salinity trends at the North Pacific salinity front from CMIP6 experiments: (a-b) trends from HIST MMM 
for the periods 1950-1985 and 1985-2014 (c) trends from AER MMM for the period 1950-1985, and (d) trend 
from GHG MMM for the period 1985-2014. Climatological annual mean salinity is shown as black contours. 



Fig. S9. Time series of surface salinity anomalies (in psu) at the surface salinity front (Soutcrop) in the North Pacific 
from CMIP6 models. Ensemble means for HIST, GHG, and AER are shown as black, red, and blue curves, 
respectively. All curves are relative to the 1950-2014 mean.  



Fig. S10. As in Fig. S9, but for the time series of the winter outcrop latitudes (dLat). 



Fig. S11. Scatterplot for dLat against the global mean surface temperature (GMST) trend during (a) 1950-2014, 
(b) 1950-1985, and (c) 1985-2014. Each dot represents the result from each model ensemble mean. Squares
are results from observations. ERA5 2 m air temperature data were used to calculate the observed GMST trend.
The correlation coefficients across models are shown in the bracket. The regression line is drawn when the
regression is significant at the 95% confidence level.



Fig. S12. Scatterplot for dSoutcrop against the mean salinity gradient at the surface salinity front in the North 
Pacific. (a) and (b) show the mean salinity gradient and dSoutcrop during 1950-1985 and 1985-2014, respectively. 
Each circle represents the result from each model ensemble mean. Squares are estimates from the observation 
products. 
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