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ABSTRACT: Using a regional atmospheric model at 27-km resolution over the western North Pacific, we explore the sen-
sitivity of the atmospheric response to sea surface temperature (SST) anomalies associated with meridional shifts of the
Oyashio Extension (OE) front. Twenty different SST conditions are prescribed by adding SST anomalies in different years
of 1979–2016 to a base SST state taken on a February 2013 day with a relatively neutral SST distribution. The model is inte-
grated for a single storm duration and the entire February 2013, using identical initial and lateral boundary conditions. The
differences between the responses to the 10 highest and lowest SST anomalies are highly significant and baroclinic. Simula-
tions with the extreme positive and negative SST anomalies and their decomposition into spatial mean and residuals indi-
cate that the large-scale and storm-track responses are determined by the spatial mean SST anomalies and are insensitive
to the residual mesoscale SSTs. This holds at 10-km atmospheric resolution, where the responses remain similar and are
dominated by the impact of the spatial mean SST anomalies, except for slight differences in the storm-track response and
stronger vertical motions. We also investigate the influence of the central region (1558–1648E) of the OE that often has par-
allel or indistinct frontal zones in part linked to mesoscale eddy activity, as described by a frontal disturbance index (FDI).
Differences between the response to the 10 highest and lowest FDI cases are small and lack statistical significance. Meso-
scale SST variations thus had very little impact on the large-scale atmospheric response.

SIGNIFICANCE STATEMENT: Several modeling studies have suggested that mesoscale eddy variability in western
boundary current regions has a strong influence on the storm track and the atmospheric circulation. However, these
studies were generally based on simulations using spatially smoothed SSTs so that the mean SST gradients are weak-
ened. Using a regional model without such spatial smoothing, we show that the atmospheric response to SST anomalies
in the Oyashio Extension region is determined by their spatial mean and is largely insensitive to residual mesoscale
SST variations. These results have to be mitigated against the smallness of the spatial domain simulated and the fact
that we are only considering one single February month.
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1. Introduction

Many studies have shown that mesoscale sea surface tem-
perature (SST) variations affect the marine atmospheric
boundary layer and surface wind (Chelton et al. 2004; Xie
2004 among many others, as reviewed, e.g., by Small et al.
2008; Seo et al. 2023). This local response would drive nonlo-
cal responses in the storm track and large-scale atmospheric
processes and explain, in particular, how ocean fronts associ-
ated with the midlatitude western boundary currents (WBCs)
and their extensions influence the atmospheric circulation (see
reviews by Kelly et al. 2010; Kwon et al. 2010; Czaja et al.
2019). Observational studies have detected the influence of WBC
front variability onto the atmosphere in the North Pacific and
the North Atlantic, using either frontal displacement (Joyce
et al. 2009, 2019; Frankignoul et al. 2011; O’Reilly and Czaja
2015; Révelard et al. 2016; Famoos Paolini et al. 2022) or
SST variability in a region centered on the oceanic front

(Taguchi et al. 2012; Wills et al. 2016; Wills and Thompson
2018) as a marker of frontal variability. The two were deemed
equivalent since SST variability is enhanced along the fronts
and northward frontal shifts are accompanied by warm SST
anomalies, and vice versa for a southward shift. However, it
does not inform whether it is the displacement of the sharp
mesoscale fronts that largely affects low-level baroclinicity or
the change in SST and diabatic heating that mostly control
the atmospheric response (cf. Booth et al. 2012). Observa-
tional studies of individual cyclone development along SST
fronts suggest that the change in SST dominates since, for
example, Tsopouridis et al. (2021) found no direct effect of the
SST front on cyclone intensification in the Kuroshio region.
The prevalence of the surface latent heat flux associated with
the absolute SST was confirmed by the idealized channel
simulations of Bui and Spengler (2021; see also Haualand
and Spengler 2020).

Sensitivity studies with atmospheric general circulation
models (AGCMs) have also been used to investigate how
fronts force the atmospheric circulation. A standard method
is to compare simulations using observed or climatological
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SSTs with simulations using spatially smoothed SSTs so that
the mean SST gradients are weakened, which leads to large
alongfront dipolar SST anomalies (e.g., Small et al. 2014;
Piazza et al. 2016; Parfitt et al. 2016; Kuwano-Yoshida and
Minobe 2017). The same method has been used to investigate
the impact of oceanic mesoscale eddies on the atmospheric
circulation (Ma et al. 2015, 2017; Liu et al. 2021), showing sub-
stantial impacts of the eddy variability on storm track and jet
stream. However, spatial smoothing alters the absolute SST,
so that specific impacts of the mesoscale variations are diffi-
cult to single out. Chakravorty et al. (2024) did use ensemble
mean ocean simulations rather than spatial smoothing to

investigate the impact of Gulf Stream mesoscale variability on
traveling weather systems and found a clear impact on the
marine boundary layer and weaker signals in the free tropo-
sphere. Foussard et al. (2019) investigated eddy influence by
adding mesoscale eddies near a front without altering the
zonal-mean SST and its gradient and found robust local asym-
metric eddy impacts and a poleward shift of mean upper zonal
wind and eddy variance. However, the simulations were made
in highly idealized conditions (periodic channel with a zonally
symmetric front), and further investigations are needed.

Here, we use a different approach in the context of the
Oyashio Extension (OE) influence on wintertime atmospheric

FIG. 1. (a) SST (8C) of the base state in the whole 328–558N, 1408E–1808 WRF domain and in the domain of defini-
tion of the (b) highest and (c) lowest mean SST difference. The dashed line shows the climatological position of the
maximum SST gradient during February, and the continuous line indicates the latitude of the maximum SST gradient
in the two FDI domains. The box in (a) indicates the domain where the SST anomalies are applied, equivalent to the
domains in (b) and (c).
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circulation by investigating the impact of SST anomalies asso-
ciated with OE variability in realistic conditions without
smoothing the base SST field. This is done using short simula-
tions with a regional ocean model at 27-km and, in some
cases, 10-km resolution, which may suffice to simulate SST
impact on cyclone development (e.g., Willison et al. 2013). A
novelty of our approach is that simulations are made to dif-
ferentiate between the influence of the SST anomalies, their
spatial mean, and the residuals. We find that it is the spatial
mean of the SST anomaly differences that controls the atmo-
spheric response, while mesoscale SST variations have very
little impact.

2. Method

The Weather Research and Forecasting (WRF) Model,
version 4.5 (Skamarock et al. 2008; Powers et al. 2017), with
45 vertical levels is used in the;328–558N, 1408E–1808 domain,
which includes the Kuroshio–OE (KOE) and covers the region
of the western Pacific across which most storms track (i.e.,
approximately the domain in Fig. 1a). The parameteriza-
tions include the Purdue Lin microphysics scheme (Chen
and Sun 2002), the new Tiedtke cumulus physics parameter-
ization (Zhang and Wang 2017), Rapid Radiative Transfer
Model for general circulation models (RRTMGs) radiation
schemes (Iacono et al. 2008), YSU planetary boundary layer
(Hong et al. 2006), revised MM5 surface layer (Jimenez et al.
2012), and unified Noah land surface model (Tewari et al.
2004). The model is used at 27- and 10-km resolution. We
use daily SST data from the National Oceanic and Atmo-
spheric Administration (NOAA) optimum-interpolation (OI),
version 2.1, AVHRR-only dataset (Reynolds et al. 2007) in
the 1979–2016 period with 0.258 resolution, which is suggested
to be superior to ERA5 SST data (Hersbach et al. 2020)
when resolving mesoscale activity in the KOE region (Hall
et al. 2025; Sroka et al. 2022).

Part of our initial motivation was to explore the role of the
central region (1558–1648E) of the OE, where the SST front
tends to be diffuse, and parallel or indistinct frontal zones
in part linked to mesoscale eddy activity are often found
(Fig. 1a). The frontal disturbance index (FDI) was introduced

by Hall et al. (2025) to quantify the extent to which the location
of the OE front departs from the climatology. At a given time,
the FDI is defined as the root-mean-square (rms) deviation
of the anomalies of the latitude of maximum SST gradient
(previously standardized) over the 1558–1648E longitudes.
It is thus proportional to the mean absolute magnitude of
the displacement from climatology in the domain. A higher
FDI indicates a higher overall departure from the climato-
logical mean, as illustrated in Fig. 1b for a high FDI (the SST
front remains north of the climatological front), and a lower
FDI indicates smaller departures as in Fig. 1c (the SST front
is scattered around its climatological position, leading to a
lower rms). Here, we use daily FDIs, resulting in more noisy
fields than those in Hall et al. (2025). The climatological
mean FDI is then removed to create positive and negative
FDI values.

The analysis focuses on February 2013, a month with a typi-
cal range of storms and a relatively neutral FDI. We find the
10 lowest and highest February FDI dates from the 1979–2016
period and use these to prescribe the SST field within the
1508–1708E, 358–458N box, while the SST elsewhere is that
of 16 February 2013 (the SST base state, Fig. 1a). Each of the

TABLE 1. Dates used to calculate the FDI value and the mean SST difference (K, after tapering) for that date from the SST base
date (16 Feb 2013), calculated over 1508–1708E, 358–458N. The highest and lowest FDI and SST differences are highlighted (bold).

High FDI date
High FDI
value

High FDI mean
SST diff

Low FDI
date

Low FDI
value

Low FDI
mean SST diff

9 Feb 2000 1.12 0.70 11 Feb 1996 20.56 20.23
20 Feb 2012 0.75 20.19 3 Feb 2007 20.51 0.15
15 Feb 2001 0.69 20.14 29 Feb 2016 20.5 20.04
9 Feb 2003 0.61 0.1 11 Feb 1995 20.49 20.14
3 Feb 2013 0.58 0.14 15 Feb 2011 20.48 0.6
1 Feb 2005 0.56 0.37 22 Feb 2014 20.47 0.28
21 Feb 2002 0.49 0.03 29 Feb 1984 20.45 20.75
17 Feb 1997 0.47 20.14 14 Feb 1998 20.42 20.25
11 Feb 1990 0.45 0.26 25 Feb 1986 20.4 20.53
7 Feb 2010 0.43 0.39 3 Feb 2006 20.39 20.2

Mean 0.62 0.15 20.47 20.11

FIG. 2. Scatterplot of the minimum SLP (hPa) on the mean SST (8C)
for the 20 FDI cases at 27-km resolution.
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10 highest (lowest) dates is taken from a different year, to
ensure independence (Table 1). For each model run, the
difference between the SST field for the date of the high or
low FDI value and the SST base date is added to the base
state over 1508–1708E, 358–458N. These difference fields have
a cosine taper (with tapered section half the whole signal
length) applied along both longitude and latitude to ensure a
smooth transition with the base state outside the box. Impor-
tantly, high FDIs tend to correspond to large positive SST
anomalies averaged over the box and low FDIs to negative
ones (0.4 correlation).

The model is run for 1 month, using for each run the same
initial conditions and the same weather system setup (3-hourly
lateral boundary conditions taken from ERA reanalysis in

February 2023 at 0.258 horizontal resolution). The SST remains
constant; hence, differences between runs are only affected by
the prescribed SST anomalies. Note that no smoothing is ap-
plied to the base state, contrasting with studies (e.g., Ma et al.
2015, 2017) where spatial SST smoothing filters mesoscale
eddies but also weakens the mean SST front so that the
effect of the former is not distinguished from the latter. The
temporal resolution of the model output is 3 hourly. We also
examine the evolution of sea level pressure (SLP) minimum
for an individual storm (15–20 February 2013) using a 1-h output
resolution.

Additional experiments are run by replacing the SST anom-
alies added to the base state in 1508–1708E, 358–458N by either
their spatial mean or the residual mesoscale features.

FIG. 3. SST field associated with the (a) lowest and (e) highest SST, (b),(f) corresponding SST anomalies and (c),(g) their decomposition
into constant spatial mean and (d),(h) residual SST (8C) after tapering. Note the changes of scale.

FIG. 4. SLP evolution for the lowest (red) and highest (blue) mean SST states for the single storm of 15–20 Feb 2013 decomposed into
response to mean and residual SST, as indicated in the legend using the (left) 27-km and (right) 10-km model resolution. The SLP evolu-
tion for the base SST state is shown in black.
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3. Results

a. A single storm case

The SLP evolution for simulations with the SST anomalies
from the 10 highest and lowest FDI cases, and in particular its
minimum during the storm of 15–20 February 2013, shows at
27-km resolution practically no difference between the posi-
tive and negative FDI cases (not shown). However, the mini-
mum SLP shows a clear linear dependence on the spatial
mean SST anomaly associated with each FDI, with higher
SST leading to lower SLP (Fig. 2). The SLP deepening is
small but highly significant, about22.1 hPa 8C21.

To investigate how the SST influences the SLP, the SST
anomalies of the extreme positive and negative mean SST dif-
ferences (bold in Table 1) were decomposed into their cons-
tant spatial mean and residuals with zero spatial mean, as

shown after tapering in Fig. 3. The storm was simulated by
adding the SST anomalies or their decomposition to the SST
base state. In both cases, the SLP evolution and its minimum
using the mean SST closely resemble those for the full SST,
while the SST residuals have little influence limited to a very
slight increase in the minimum SLP (Fig. 4, left). Using the
WRF Model at 10-km resolution instead of 27 km showed
similar evolutions, although the response to the SST residuals
is larger, in particular, for low SST, where the minimum SLP
increase becomes similar to that of the mean SST when the
storm passes by (Fig. 4, right). However, the changes in the
minimum SLP do not fully represent the SST impacts, as illus-
trated by three snapshots at 10-km resolution (Fig. 5). As the
center of the storm (the SLP minimum) passes above the SST
anomaly and moves northward, the SLP response to the full
SST anomaly evolves nearly symmetrically (second and third

FIG. 5. (top) Evolution (from left to right) of SLP (contours) and precipitation (shading) for the base SST state as the storm passes by;
the simulation times are indicated. SLP difference (shading) from the base response for (second row) low SST, (third row) high SST, and
SST residual in the (fourth row) low and (bottom) high cases. The contours indicate SLP, and the star in (d)–(i) points to the shallow SLP
response.
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rows in Fig. 5), with a shallow pressure anomaly (high pres-
sure for negative SST anomaly, low pressure for positive one,
as marked by a star) in the southern part of the cold sector.
This is capped by descending cold air. The anomalous SLP di-
poles seen further north extend throughout the troposphere
and reflect small shifts in the storm track caused by the pre-
scribed SST anomalies. They essentially disappear if the cen-
ter of the storm is adjusted such that they are aligned with
that of the base SST state, while the shallow SLP anomaly fur-
ther south remains (not shown). The response to the residual
SST (bottom two rows in Fig. 5) has shorter scale and smaller
magnitude. It is rather similar in the low and high cases, albeit
stronger in the low case. The contribution of the response to
the residual SST to the minimum SLP (Fig. 4) is sensitive to
its detailed pattern, but its overall impact remains small. In
summary, the storm is primarily sensitive to the SST anomaly
magnitude, not to its mesoscale variations.

b. Monthly simulations for the two extreme mean SST
differences

To further investigate the role of mesoscale SST fluctua-
tions in the two extreme SST anomaly cases, the monthly
mean responses to the highest and lowest mean SST differ-
ences and their decomposition (Fig. 3) were compared at
27- and 10-km resolution. As illustrated in Fig. 6, there are
only very small minimum SLP differences with the base run,
suggesting that the SLP variability is strongly constrained by
the lateral boundary conditions, presumably reflecting the
smallness of the WRF domain. Nonetheless, systematic mini-
mum SLP anomalies on the order of 1 hPa are seen through-
out the runs with lower SLP for positive SST anomalies and
higher SLP for negative SST anomalies, suggesting that monthly
averages should be indicative of the SST influence.

At 27-km resolution, the monthly response difference be-
tween the high and low mean SST differences is baroclinic,
with an SLP low slightly downstream of the positive SST
anomaly (Fig. 7a) and an upper-tropospheric high shifted north-
eastward, as shown by the geopotential height at 300 hPa
(Z300; Fig. 7d). The storm-track response, as represented by
the standard deviation of Z300, is a dipole that leads to a
northward shift of the storm track (Fig. 7g). The response
differences are small and essentially due to the spatial mean
SSTs (Figs. 7b,e,h), with negligible SST residual impacts
(note the changes of scale for the latter, Figs. 7c,f,i).

The SLP and Z300 responses are similar at 10-km resolution
(Fig. 8), although they extend a little northward, but the bipolar
storm-track response changes to a slightly stronger and nar-
rower tripolar one (Fig. 8g). Although the response differences
remain determined by the mean of the SST anomalies, the re-
sponse to the SST residuals is larger than at 27-km resolution, in
particular for the storm track where it opposes the response to
the mean SST, with about half its amplitude (Fig. 8i).

As shown by zonal (Figs. 9a,c) and meridional (Figs. 9b,d)
averages of the mean vertical velocity differences over the
SST box, there are ascending motions above warmer SSTs
with descending motions near the zonal and meridional edges
of the SST anomaly, with little dependence on resolution but
for finer structure at 10-km resolution. There is little detect-
able influence on the zonal and meridional means of the re-
sponse to the residual SSTs at 27-km resolution, but a small
response at 10-km resolution (not shown). Correspondingly,
the total precipitation difference averaged over the SST anom-
aly box changes little and is even slightly smaller at 10 km than
at 27-km resolution, with negligible mesoscale impact. However,
individual convective cells are more intense and reach slightly
higher at 10-km resolution. This is shown by meridional aver-
ages over the SST box of the standard deviation differences of

FIG. 6. Minimum SLP evolution over the FDI domain (1558–1648E) at 27-km resolution for
the base SST (black), and the highest SST (red) or lowest SST anomaly (blue) simulations in
February 2013.
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vertical velocity between the responses to the high and low
spatially averaged SST (Fig. 10, left panels) and the corre-
sponding SST residuals (Fig. 10, right panels) at 27-km (top)
and 10-km (bottom) resolution. Interestingly, the spatial
variability of vertical velocity is primarily determined by the
model resolution, not by the mesoscale features of the SST
anomalies, so that the response differences for full SSTs are
very similar to those for the spatially averaged SSTs (not
shown). In summary, there are stronger, narrower ascending
and descending motions at 10-km resolution, but their averages
over the SST box are similar to those at 27-km resolution, con-
sistent with the lack of substantial resolution dependence of the
large-scale responses.

In summary, the resolution difference between 27 and 10 km
has little impact on the baroclinic large-scale response to the
SST anomalies, but higher resolution leads to stronger vertical
motions and a somewhat different, albeit not stronger, storm-
track response, although local precipitation is barely affected.
However, the response dependence on resolution may be hin-
dered by the limited 1=48 SST resolution, and SST anomalies
with much higher resolution should be used for more robust

investigations. In any case, 27-km resolution suffices to further
investigate SST influence in the present setup.

c. February 2013 response to 10 high and 10 low
SST/FDI at 27-km resolution

None of the mean response differences for various atmo-
spheric variables between 10 high and 10 low FDIs are signifi-
cant based on the false discovery rate (FDR; Wilks 2016) test,
but their patterns (not shown) are highly similar to the stronger,
significant response differences between the 10 warmest and
coldest SST anomalies (Fig. 11). As the correlation between
FDI and SST in Table 1 is 0.4, it is likely that the weaker
responses to FDI largely reflect the responses to the corre-
sponding spatial mean SST. This was confirmed by composite
differences based on a subset of 15 cases with uncorrelated
FDI and SST (omitting the 1st, 6th, 9th, 17th, and 18th cases
in Table 1) (not shown). We thus only focus on the mean re-
sponse differences between the 10 largest and the 10 smallest
SST anomalies, which are FDR significant.

The mean composited SST differences are displayed in
Fig. 12 (top). The mean response differences for SLP, Z300,

FIG. 7. February 2013 mean difference between the response to the highest and lowest mean SST difference for (from top to bottom)
SLP (hPa), Z300 (m), and standard deviation of Z300 (m) at 27-km resolution for (a),(d),(g) full, (b),(e),(h) constant, and (c),(f),(i) residual
SST. The box denotes the location of the SST anomalies. Contours in (g), (h), and (i) denote the averaged standard deviation of
Z300 (m).
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and storm track are highly significant and baroclinic (Fig. 11),
broadly resembling the response differences between the two
extreme mean SST difference cases (cf. with Fig. 7), but with
correspondingly smaller amplitudes. The responses are small
but robust, as their patterns remain very similar when limiting
the composited differences to the uncorrelated FDI/SST sub-
set (not shown). The mean vertical velocity response largely
shows ascending motions above positive SST differences, even
reflecting mesoscale SST variations, while descending motions
mostly occur north of the SST anomalies, perhaps because
of the northward shift of the storm track (Fig. 11, bottom).
However, FDR significance is limited. Note that the down-
ward motion along the southern edge of the domain is likely
a mass conservation artifact of the nesting of the WRF
Model.

Unfortunately, a lack of resources prevented us from per-
forming these simulations at 10-km resolution, but broadly
similar results are expected in view of section 3b.

4. Conclusions

The influence of the extent to which the OE SST front de-
parts from climatology on the North Pacific atmosphere in

late winter was investigated with a regional atmospheric
model. This was done by adding SST anomalies at 0.258 reso-
lution corresponding to 10 high and 10 low daily FDIs to a
base-state SST taken from a February day with neutral FDI,
using identical initial and lateral boundary conditions in all
runs. Simulations of a 5-day storm and the monthly mean for
February 2013 showed negligible dependence on the FDI,
while the response differences between high and low SST
anomalies were highly significant, suggesting a broadly linear
dependence on SST. The responses are baroclinic with an
SLP low downstream of positive SST and a northward shift of
the storm track. However, they have small amplitude, pre-
sumably because they are strongly constrained by the lateral
boundary conditions of the small domain considered. Addi-
tional simulations showed that the atmospheric response is
primarily driven by the spatial mean of the SST anomalies
and not by the mesoscale SST residuals.

Although going from 27- to 10-km resolution did not
affect the large-scale SLP and Z300 response differences
between the two extreme mean SST difference cases, the
higher resolution led to slightly different impacts on the
storm track and stronger vertical motions, albeit without
influence on precipitation averaged over the SST box. The

FIG. 8. As in Fig. 7, but for 10-km resolution.
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specific influence of the mesoscale SST residuals was neg-
ligible at 27-km resolution but discernable at 10-km reso-
lution for storm-track activity and vertical velocity, but
without significant impact on SLP, Z300, and averaged
precipitation.

Larson et al. (2024) found much more intense responses to
SST variability in a control simulation of a climate model
when increasing its resolution from 18 to 0.258, stressing the
need for high spatial resolution. The limited dependence on
resolution found in this study when going from 27- to 10-km
resolution suggests that the benefits of going to higher resolu-
tion than 0.258 might be limited, but it is in contradiction with
the simulations of Schemm (2023), who found enhanced pole-
ward cyclone propagation and more rapid amplification when
going from 20- to 5-km resolution, albeit limited to the highest
cyclone strength percentiles and occurring during their early
and most intense growth phase. However, they were highly
idealized simulations (aquaplanet in end of March conditions)
covering a very large range of cyclone strength as 10 perpetual
years were simulated, while our small set of WRF simulations
are constrained by boundary conditions from a single February
month that may not be representative of extreme cyclone
activity. Clearly, realistic simulations in a larger domain and
in more diverse conditions would be needed to further assess
the impact of higher resolution on simulated extratropical
cyclones.

That the model response is essentially controlled by spa-
tially uniform (before tapering) SST, and largely insensitive
to its mesoscale features is seemingly inconsistent with the
studies of Ma et al. (2015, 2017) and Liu et al. (2021), who
found large impacts of oceanic mesoscale fronts and eddies in

the Kuroshio Extension region on storm track, precipitation,
and large-scale atmospheric circulation. The difference with
our results may largely occur because there is no smoothing of
the SST base state in our simulations, unlike in these studies,
where spatial SST smoothing also reduced the large-scale SST
front so that mesoscale eddy impact was not distinguished
from that of changes in the base SST state. On the other hand,
our results seem consistent with the coupled model simulations
of Small et al. (2019), who found with different ocean resolu-
tions that changes in absolute SST between experiments had a
much larger effect than differences in SST gradient, and with
the atmospheric simulations of Wills et al. (2024) who found
that the response was more sensitive to the warm part of
(idealized) SST anomalies than to the meridional SST gra-
dient. They are also in agreement with studies of individual
cyclone development along SST fronts that found that
cyclone intensification was mainly influenced by absolute
SST, with no direct effect of SST fronts (e.g., Tsopouridis
et al. 2021; Bui and Spengler 2021).

Our simulations suggest that SST anomalies along the OE
front and probably other WBCs may provide a more robust
picture of the influence of WBC variability on the large-scale
atmospheric circulation than indices of large-scale frontal dis-
placements, as used in Frankignoul et al. (2011) and many
others (see section 1), or indices linked to the scatter of front
location by mesoscale eddy activity independently on frontal
strength, as the FDI in Hall et al. (2025). This may explain the
higher statistical significance of response studies that use SST
anomalies averaged over the mean WBC location as the
WBC variability index (e.g., Wills and Thompson 2018). Note
that in this study, the correlation between the mean SST and

FIG. 9. (left two) Monthly mean vertical velocity difference (Pa s21) between the response to the highest and lowest mean SST differ-
ence at (top) 27-km and (bottom) 10-km resolution for (left) zonal and (right) meridional averages over the prescribed SST anomaly. The
dashed vertical lines indicate the corresponding extent of the prescribed SST anomaly. (right) Monthly mean precipitation differences
averaged over the SST box at 27-km (red) and 10-km (blue) resolution, for full, constant, and residual SST, as indicated.
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the OE index (OEI) (taken from Hall et al. 2025), albeit posi-
tive, is not significant, which reflects that the 20 FDI/SST
states considered here were solely chosen on the basis of their
high absolute FDI.

There are several caveats in this study. The WRF domain
is small, and field evolutions are strongly constrained by the
prescribed lateral boundary conditions, which likely limits
response amplitude and prevents estimating remote re-
sponses. The simulations pertain to February conditions,
and different months may lead to different conclusions.
Also, they only last 1 month, which may be too short for
eddy-mean flow interactions to fully develop and may explain

why the response is baroclinic. Last, the SST is only pre-
scribed at 0.258 resolution, after some smoothing (Reynolds
et al. 2007), which may be adequate for the model at
27-km resolution but too coarse at 10-km resolution.
Hence, possible submesoscale SST impacts may be under-
estimated in our simulations.

Longer simulations with higher-resolution SSTs and a
more extended, if possible global, domain are needed to
verify whether oceanic mesoscales near WBCs indeed have
little influence on the large-scale atmospheric circulation re-
sponse to their variability. In addition, only differences be-
tween warm and cold SSTs were estimated, and possible

FIG. 10. Meridional average over the SST box of the difference in standard deviation of the vertical velocity (Pa s21)
between the response to the highest and lowest spatially averaged SST at (a) 27- and (c) 10-km resolution, and between
the response to corresponding residual SST at (b) 27- and (d) 10-km resolution. The dashed vertical lines indicate the zonal
extent of the prescribed SST anomaly. Note the change of scale.

FIG. 11. (a) Mean SLP (hPa), (b) Z300 (m), and (c) standard deviation of Z300 (m) response differences between the SST composites.
Contours in (c) denote the averaged standard deviation of Z300 (m). Dots indicate FDR significance at the 5% level, and the rectangle
denotes the location of the SST anomalies.
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asymmetries of the response to warm and cold SST should
be investigated.
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